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ABSTRACT
We propose a novel framework of using a parsimonious statistical model, known as mixture of Gaussian trees, for modelling the possibly multi-modal minority class to solve the problem of imbalanced time-series classification. By exploiting the fact that close-by time points are highly correlated, our model significantly reduces the number of covariance parameters to be estimated from \(O(d^2)\) to \(O(Ld)\), \(L\) denotes the number of mixture components and \(d\) is the dimension. Thus our model is particularly effective for modelling high-dimensional time-series with limited number of instances in the minority positive class. We conduct extensive classification experiments based on several well-known time-series datasets (both single- and multi-modal) by first randomly generating synthetic instances from our learned mixture model to correct the imbalance. We then compare our results to several state-of-the-art oversampling techniques and the results demonstrate that when our proposed model is used, the same support vector machines classifier achieves much better classification accuracy across the range of datasets. In fact, the proposed method achieves the best average performance \(27\) times out of 30 multi-modal datasets according to the F-value metric.
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1. INTRODUCTION
In binary classification of time-series, class imbalance is the situation where one class has significantly fewer samples than the other. It is important to solve the imbalance as standard classification methods tend to bias toward the class with the large number of training samples. In many real-world applications, the minority class is often the more informative of the two and the class of significant interest for modelling. For instance, the known failures for aeroplanes are very rare but are of greater importance for predicting the next failure than the abundant number of normal instances. Motivated by the data paucity in the minority class and to model multi-modality, this paper proposes an oversampling method based on a parsimonious mixture of Gaussian trees model for imbalanced time-series classification. Such a model is shown to (i) compare excellently with other methods in terms of classification accuracy, (ii) require the estimation of far fewer parameters than existing methods, (iii) model time-series dependence explicitly and (iv) have low algorithmic complexity.

Current techniques for solving class imbalance can be segmented into (i) those at the algorithm-level [1][3] and (ii) those at the data-level [4][13]. Methods in (i) correct the imbalance by assigning a pre-determined weight to each class [1]. This class of methods include uneven dataspace weighting [1][2][11] or modifying the operating point on the receiver operating characteristics curve [3]. Though some methods achieves excellent performance with theoretical bounds [15], the pre-determination of the weight of each class is required, and this is not always trivial. Methods in (ii) correct the imbalance by undersampling the majority class [10] or by oversampling from the minority class [4][9][11][12], or a combination of both [6]. Oversampling is efficient because of the reduced size of the resulting dataset but it suffers from the risk of discarding important samples. Oversampling has the advantage of retaining all existing training samples at the expense of an enlarged learning dataset. It also enhances representativeness of the minority class by introducing rich data variations. Oversampling is the approach we adopt in this paper as it has been found to be effective for re-establishing the class balance for conventional imbalanced classification problems. To deal with the curse-of-dimensionality involved in modelling high-dimensional time-series data, we adopt sparse graphical models [16] to model dependence across time of the positively-labelled time-series data statistically. This has also been done previously [17].

We now summarize our main contributions. First, by using mixtures of sparse (or parsimonious) Gaussian graphical models [18][19], we reduce the number of parameters of the model compared to structure preserving oversampling (SPO) [4] by exploiting the correlations of nearby time points in a time-series instance. This ameliorates overfitting and circumvents the need for regularization of the learned model. Second, there is only one parameter to tune, the number of mixture components \(L\), which we typically set to one or two in this study. Thirdly, the model is well-adapted to the problem at hand because time-series data is highly correlated and our model explicitly takes this into account. Fourth, the model is able to deal with multi-modal time-series data since we use a mixture of Gaussian trees, each of which has one mode. This addresses the issue of large within-class variations of time-series data. See Fig. 1 for an illustration.

2. PRELIMINARIES

2.1. Notation
Upper case (e.g., \(X\)) and lower case (e.g., \(x\)) letters denote random variables and their realizations respectively. Sets are denoted by calligraphic font (e.g., \(\mathcal{X}\)) and the cardinality of finite sets by \(|\cdot|\). The probability distribution of \(X\) denoted as \(p_X(x)\) or simply as \(p(x)\) if \(X\) is clear from the context. A random vector is a finite collection of random variables and is denoted by bold-face upper case as \(\mathbf{X} = (X_1, \ldots, X_d)\), where \(d\) is the dimension of the random vector in context. A realization of this random vector, a deterministic vector in \(\mathbb{R}^d\), is denoted as \(\mathbf{x} = (x_1, \ldots, x_d)\). Given a subset of indices \(\mathcal{S} \subset \{1, \ldots, d\}\), \(\mathbf{X}_\mathcal{S} = \{X_i : i \in \mathcal{S}\}\) denotes the set of random variables indexed by \(\mathcal{S}\). Correspondingly, \(\mathbf{x}_\mathcal{S} = \{x_i : i \in \mathcal{S}\}\). Matrices are also denoted using bold-face upper case (e.g., \(\mathbf{A}\)).
Fig. 1. The Wafer0 dataset and the two constituent components separated by our algorithm are shown on the top row. The empirical covariance matrix has no sparsity structure but the learned inverse covariance matrices do.

Standard notations for information-theoretic quantities are used in this paper [20]. For example, mutual information between random variables $X$ and $Y$ is denoted as $I(X;Y)$ and the Kullback-Leibler (KL) divergence between distributions $p$ and $q$ is denoted as $D(p\|q)$. If random variables $X$ and $Y$ are conditionally independent given another random variable $Z$, we denote this by the Markov chain $X \perp Z\perp Y$. The correlation coefficient between two random variables $X$ and $Y$, a number between $-1$ and $1$, is defined as

$$\rho(X,Y) = \frac{\text{Cov}(X,Y)}{\sqrt{\text{Var}(X)\text{Var}(Y)}}.$$  

The multivariate Gaussian probability density function with mean $\mu \in \mathbb{R}^d$ and covariance matrix $\Sigma \in \mathbb{S}_+^d$ ($\mathbb{S}_+^d$ is the cone of positive semi-definite $d \times d$ matrices) is denoted as

$$N(x; \mu, \Sigma) = \frac{1}{\sqrt{2\pi \det(\Sigma)}} \exp\left(-\frac{1}{2}(x - \mu)^\top \Sigma^{-1}(x - \mu)\right).$$  

(1)

2.2. The Binary Classification Problem

We consider a binary classification problem where the training data is divided into two disjoint subsets $D_+: = \{x^{(1)}, \ldots, x^{(n_+)}\}$ and $D_-: = \{x^{(-1)}, \ldots, x^{(-n_-)}\}$, a small set of positively-labelled samples and a large set of negatively-labelled samples. The union $D_+ \cup D_-$ is the set of training samples. We would like to use $D_+$ and $D_-$ to determine the class label of a set of samples that are unlabelled. To do so, we propose a statistical model for the samples in $D_+$ and then augment to $D_-$ by sampling from the learned distribution so that the resulting cardinality of both classes is the same. Finally, we perform classification on the augmented dataset.

2.3. Graphical Models

A graphical model [16 21] is a probability distribution for which a graph encodes the conditional independence relations among a collection of random variables $X = (X_1, \ldots, X_d)$. We associate vertex $i \in V$ to random variable $X_i$, which takes on values in some alphabet $\mathcal{X}_i$. In the sequel, we use the terms variable, vertex and node interchangeably. We say that random vector $X$ is Markov on graph $G$ if conditioned on the set of neighbors of $i$, $X_i$ is independent of all the other random variables in the graph.

By the Hammersley-Clifford theorem [21], if the random vector $X$ is Markov on the undirected graph $G$, then the joint distribution $p_X(x)$ can be factorized according to the maximal cliques $\mathcal{C}$ of the graph $G$, i.e.,

$$p_X(x) = \prod_{c \in \mathcal{C}} p_{X_c}(x_c),$$  

(2)

Equation (2) shows that the number of parameters describing the joint distribution is reduced since they only depend on the joint distributions on the maximal cliques now. If $X$ is a Markov chain, the factorization in (2) specializes in this case to

$$p(x) = p(x_1)p(x_2|x_1)\cdots p(x_d|x_{d-1}).$$  

(3)

The number of parameters given the factorization in (3) is linear in $d$. Thus, overfitting can be ameliorated if the high-dimensional data can be modelled adequately by a sparse graphical model.

Assuming that $X$ is jointly Gaussian, then the inverse covariance matrix $J := \Sigma^{-1}$ has a sparsity structure corresponding to that of $G = (V, E)$. Such a probabilistic model is known as a Gaussian graphical model. Then $X_i \perp X_j \mid \mathcal{N}$ if and only if $(i, j) \in E$.

Tree-structured graphical models [22] (or trees) admit efficient and exact inference [23] and learning [24] algorithms. We choose to model the data using trees because the learning is conceptually easier and the set of tree models is more flexible and does not incur any penalty in terms of the number of parameters as we shall see. A tree-structured graphical model is one that is Markov on a tree. The joint distribution of a random vector $X$ on a tree $T = (V, E)$ admits the factorization as the maximal cliques are precisely the edges of the graph:

$$p(x) = \prod_{i \in V} p(x_i) \prod_{(i,j) \in E} \frac{p(x_i|x_j)}{p(x_i)p(x_j)}. $$  

(4)

Thus, all we need to describe the joint distribution of a tree model are the pairwise statistics on the edges, i.e., $p(x_i|x_j)$ for all $(i, j) \in E$. It can be easily verified [19] that if the Gaussian tree model is normalized such that the variances of $X_i$ are unity for every $i \in V$, then all elements of the covariance matrix $\Sigma$ are functions of the set of correlation coefficients on the edges of the graph, i.e., $\{\rho_{i,j} : (i, j) \in E\}$. Indeed, for general models with variances $\sigma_i^2 := \Sigma_{i,i}$, by exploiting the conditional independences between the random variables $(X_1, \ldots, X_d)$ which are Markov on the tree $T$, it can easily be shown [19] that

$$\Sigma_{i,j} = \left\{ \begin{array}{ll} \rho_{i,j}\sigma_i\sigma_j & (i,j) \in E \\ \left(\prod_{(k,l) \in \text{Path}(i,j)} \rho_{k,l}\sigma_k\sigma_l\right)(i,j) \notin E \end{array} \right. $$  

(5)

where $\text{Path}(i,j) \subseteq E$ is the set of edges joining $i$ and $j$. In general, the sets $\{\sigma_i : i \in V\}$ and $\{\rho_{i,j} : (i, j) \in E\}$ completely characterize the covariance matrix of $X$. The construction of $\Sigma$ in (5) results in a positive definite matrix if $|\rho_{i,j}| < (0, 1)$ for all $(i, j) \in E$ [19]. Furthermore $J := \Sigma^{-1}$ is sparse according to $E$.

Since there are only $d-1$ edges in a tree model, $2d-1$ parameters $(d-1$ correlation coefficients and $d$ variances) suffice to describe the covariance matrix. Including the $d$ elements in the mean of $X$, $3d-1$ parameters suffice to describe the entire distribution. This is in contrast to an unstructured model which would require $d(d+3)/2$ parameters to describe.

2.4. Learning Tree-Structured Graphical Models

Chow and Liu [24] used the factorization in (4) to derive an algorithm to learn trees from data, assuming that the variables are discrete. Here we describe an extension of their algorithm to
continuous-valued data.

The setup is as follows: Given that samples $x^{(1)}, \ldots, x^{(n)} \in \mathbb{R}^d$ are i.i.d. from a tree-structured graphical model $p(x)$, we aim to reconstruct the set of edges of the underlying graph of $p$. To do so, consider the following optimization:

$$
\min_{q \in \mathcal{Q}_d} D(p \| q)
$$

where $\mathcal{Q}_d$ denotes the family of tree models and $\hat{p}$ is an estimate of the distribution from $x^{(1)}, \ldots, x^{(n)}$. Chow and Liu showed that [6] reduces to the following max-weight spanning tree problem [25]:

$$
\hat{E} := \arg \max_{E \subseteq \mathcal{X}_d} \sum_{(i,j) \in E} I(X_i; X_j),
$$

where the maximization in [7] is over the set of (spanning) trees $\Sigma_d$ and $\hat{I}(X_i; X_j)$ is the empirical mutual information between $X_i$ and $X_j$ computed with respect to $\hat{p}$, which in the jointly Gaussian case, can be expressed in closed-form as [20]

$$
\hat{I}(X_i; X_j) = -\frac{1}{2} \log(1 - \rho_{i,j}^2),
$$

where $\hat{\rho}_{i,j}$ is an estimate of the correlation coefficient between random variables $X_i$ and $X_j$. This quantity can be computed via a maximum likelihood (ML) procedure. Since $\hat{I}(X_i; X_j)$ in [9] is monotonically increasing in $|\hat{\rho}_{i,j}|$, we can search for the edge set with the highest sum of $|\hat{\rho}_{i,j}|$ instead of the mutual informations in [7]. In this way, we circumvent the need to perform the computation in [8].

### 3. THE MIXTURE OF GAUSSIAN TREES MODEL FOR THE POSITIVE CLASS

In this section, we describe the mixture of trees model [18] and the Expectation Maximization-based algorithm used to learn Gaussian Tree models from data. However, because our data are continuous-valued, it is necessary to modify the algorithm to handle such non-categorical data. Thus, we suggest the Gaussian mixture of trees model and also a learning algorithm for such models by combining the EM-framework in [18] and the learning algorithm for Gaussian tree models [19] described in Section 2.4.

#### 3.1. Mixture of Gaussian Trees

Even though trees and their variants have been employed successfully in a variety of machine learning tasks such as classification [26], it suffers from the fact that in the Gaussian case, the Gaussian tree model can only model data that is unimodal. Thus a natural generalization to effectively model data with more than one mode (or multi-modal data) is to consider a convex combination of two or more Gaussian trees. Such a model is characterized by a set of non-negative mixing coefficients $\{\alpha_l : 1 \leq l \leq L\}$ which sum up to one (i.e., $\sum_{l=1}^L \alpha_l = 1$) and a collection of constituent Gaussian tree models $\{p_l(x) = N(x; \mu_l, \Sigma_l) : 1 \leq l \leq L\}$. Since each $p_l$ is a Gaussian tree model, $J_l := \Sigma_l^{-1}$ has a sparsity pattern that corresponds to a tree and, in particular, $J_l$ only has $O(d)$ non-zero elements.

The probability density function of the random vector $X$, following a mixture of Gaussian trees model $M_L$, satisfies

$$
\mathcal{M}_L : \ p^{(L)}(x; \boldsymbol{\theta}) = \sum_{l=1}^L \alpha_l p_l(x),
$$

where the set of parameters is denoted as $\boldsymbol{\theta} := \{\alpha_l, \mu_l, \Sigma_l : 1 \leq l \leq L\}$. Because each mixture component $p_l$ is a Gaussian tree model, the convex combination $p^{(L)}$ can have up to $L$ modes. Since the positive class, which we are modelling using mixture of Gaussian trees, has few samples, we typically set $L = 2$ to avoid overfitting. Note that the number of parameters required to describe the model is still very low. Indeed, only $3dL - 1$ parameters suffice. This number is linear in $d$ and hence the model is parsimonious. We are thus able to ameliorate overfitting and represent multi-modal data well.

#### 3.2. Learning Mixture of Gaussian Trees

A central question in the study of mixture models is the ML learning of the model parameters from data. As in Section 2.4, we assume that we are given samples $x^{(1)}, \ldots, x^{(n)} \in \mathbb{R}^d$, each sampled i.i.d. from a probability distribution $p(x)$ that is either an exact mixture of Gaussian trees or can be well-modeled by such a mixture. We would like to learn the parameters of the model $\boldsymbol{\theta}$ assuming that $L$ is given, which will then be used for oversampling. The usual way of learning mixture models is to regard cluster assignments as latent variables and employ an EM-procedure [27] that alternates between an Expectation step (E-step) and a Maximization step (M-step). A canonical example is in Gaussian mixture modelling [16] Section 9.2.2]. However, since we want to take the time-series correlations into account we have to perform further projections onto the set of Gaussian trees using the technique described in Section 2.4.

First, we initialize the parameters $\alpha_l, \mu_l, \Sigma_l$ for $1 \leq l \leq L$ to feasible values. We can use the $k$-means algorithm to obtain good estimates of $\mu_l$. Finally, $\Sigma_l \in \mathbb{S}_+^d$ can be set to any positive definite covariance matrix via $\Sigma = AA^T$ for a random matrix $A$. Based on these initial parameters, compute the log-likelihood of the data.

Second, for the E-step, compute the responsibilities [16] as

$$
\gamma_{kl} := \frac{\alpha_l N(x^{(k)}; \mu_l, \Sigma_l)}{\sum_{j=1}^n \alpha_j N(x^{(k)}; \mu_j, \Sigma_j)},
$$

where $k \in \{1, \ldots, n\}$ indexes samples and $l \in \{1, \ldots, L\}$ indexes mixture components. Roughly speaking, $\gamma_{kl}$ represents the probability that sample $x^{(k)}$ belongs to mixture component $l$ and $\gamma_{kl}$ are the latent variables in the EM procedure. Note that $\sum_{l=1}^L \gamma_{kl} = 1$.

Third, for the M-step, we set $n_l := \sum_{k=1}^n \gamma_{kl}$ to be the effective number of samples in mixture component $l$. Note that $\sum_{l=1}^L n_l = n$. We then re-estimate the intermediate parameters consisting of mixing coefficients and the means,

$$
\alpha_l^{\text{new}} = \frac{n_l}{n}, \quad \mu_l^{\text{new}} = \frac{1}{n_l} \sum_{k=1}^n \gamma_{kl} x^{(k)},
$$

and the intermediate covariances

$$
\Sigma_l^{\text{new}} = \frac{1}{n_l} \sum_{k=1}^n \gamma_{kl} (x^{(k)} - \mu_l)(x^{(k)} - \mu_l)^T,
$$

for each $l \in \{1, \ldots, L\}$. However, note from [12] that the Gaussians $\hat{p}_l(x) := N(x; \mu_l^{\text{new}}, \Sigma_l^{\text{new}})$ are not necessarily tree-structured (because $(\Sigma_l^{\text{new}})^{-1}$ is, in general, not sparse with respect to a tree). Hence, to sparsify the model, we adopt the tree-learning method described in section 2.4 on each of the covariance matrices to obtain a model with only $O(d)$ parameters. We depart from the traditional procedure used to learn the parameters of a Gaussian mixture model and project $\Sigma_l^{\text{new}}$ onto the set of trees by [6], resulting in the $l$-th
edge set being updated as follows:

\[
\hat{\xi}^\text{new}_l := \arg \max_{\xi \in \mathcal{X}_d} \sum_{(i,j) \in \xi} \hat{I}_{\beta_l}(X_i; X_j),
\]

where \(\hat{I}_{\beta_l}(X_i; X_j)\) is the empirical mutual information between \(X_i\) and \(X_j\) computed with respect to the Gaussian \(\beta_l\) which has mean and covariance given by (11) and (12) respectively. The empirical mutual information \(I_{\beta_l}(X_i; X_j)\) is given by (6) where the correlation coefficient is computed using \(\Sigma_{\text{new}}\) in place of \(\Sigma\). The updated covariance matrix \(\Sigma_{\text{new}}\) is then given by (3) with edge set \(\hat{\xi}^\text{new}_l\). In addition, the correlation coefficients along the edges and the variances are computed based on the intermediate covariance \(\Sigma_{\text{new}}\). To find the path between two nodes efficiently, we employ Dijkstra’s shortest path algorithm. \(\Sigma_{\text{new}}\) is guaranteed to have an inverse whose sparsity structure corresponds to the tree with edge set \(\hat{\xi}^\text{new}_l\). After the M-step, we recompute the log-likelihood of the \(n\) samples under the new parameters \(\{\alpha_{\text{new}}, \mu_{\text{new}}, \Sigma_{\text{new}}\}_{1 \leq l \leq L}\).

We iterate and recompute the responsibilities in the E-step in (10) until the difference between the log-likelihoods of the samples between two iterations is below a pre-defined small threshold. In practice, for our datasets, the number of iterations taken for the algorithm to converge is small (< 10) because we provide good initializations using \(k\)-means.

4. THE OVERSAMPLING AND CLASSIFICATION FRAMEWORK USING A MIXTURE OF GAUSSIAN TREES

4.1. Details of the Oversampling and Classification Procedure

First, we use the procedure described in Section 3.2 to learn a mixture of Gaussian trees from \(D_+\). For simplicity, we usually set \(L = 2\) so that we can model multi-modal data from a limited number of samples and the number of parameters is also small.

Second, we generate \(n_+\) samples from \(p^{(L)}\). Suppose that \(L = 2\), then we sample from a Bernoulli random variable \(B \in \{1, 2\}\) with bias \(\alpha_1\). If \(B = 1\) (resp. \(B = 2\)), then we sample a vector randomly from \(N(\mu_1, \Sigma_1)\) (resp. from \(N(\mu_2, \Sigma_2)\)). For sampling vectors from a multivariate Gaussian \(N(\mu, \Sigma)\), one usually performs the Cholesky decomposition of the covariance matrix \(\Sigma = LL^\top\), where \(L\) is lower triangular. One then samples a vector \(z\) from \(N(0, 1)\) and performs a linear transformation \(Lz + \mu\) to obtain the desired sample. Since each component is a tree, we can implement this step more judiciously by sampling from any node in the tree (the root) and direct all undirected edges away from the root. The complexity of such a procedure exploiting the learned tree structure is linear in \(d\).

Having augmented to the samples in \(D_+\) to form a new dataset \(D'_+\), we can then use a standard Support Vector Machines (SVM) [28] on \(D_+\) and \(D'_+\) to classify the unlabelled samples.

4.2. Advantages of the Proposed Method

In this section, we highlight competencies of the proposed method.

First, the number of parameters required to describe the parsimonious model is small (of order \(O(Ld)\)). This is in contrast to other oversampling methods, such as SPO [4] which is of order \(O(d^2)\). As there are fewer parameters, it is less likely that overfitting occurs (Occam’s razor [19]).

Second, the mixture of Gaussian trees model has no parameters to tune once \(L\) is fixed. Other methods such as SPO [4] require an additional post-processing step on the eigenspectrum of the learned covariance matrix \(\Sigma\) to truncate small eigenvalues of \(\Sigma\), requiring cross-validation which is computationally expensive. As such, our model alleviates this problem due to its parsimony.

Third, the model is well-adapted to time-series data since each component is Markov on a tree [17]. Time-series data are characterized by the fact that each sample in time is highly correlated to its neighbors and the correlation decays as the distance between the two nodes increases. By learning a tree, we explicitly incorporate this important feature of the dataset into our model.

Finally, we are able to handle multi-modal data because the model is a mixture of trees.

5. NUMERICAL RESULTS

We constructed 48 imbalanced two-class datasets from 8 multi-class datasets from the UCR time-series repository [29]. These datasets are selected as they contain large numbers of samples to simulate the highly skewed binary classification task. We systematically converted the datasets into multiple imbalanced two-class datasets by selecting one or merging several classes to form the positive class and using the remaining classes to form the negative class. The indices of the selected positive classes are appended to the name of the dataset as in Table 1. Note that we have distinguished two types of imbalanced datasets, which we call “multi-modal” and “unimodal”.

“Multi-modal” here refers to the case that multiple original classes are selected to form the new positive class, while “unimodal” means that only one is selected. By merging original classes, we simulate the situation where the positive class is multi-modal, and it is this situation that our proposed algorithm is expected to perform well since it takes the multi-modality into account explicitly. The training and test data are divided randomly and all available samples are included in either sets with imbalance ratios between 1.9 and 15.

The figures of merit that we use to assess the accuracy of the algorithms are the F-value and G-mean [15, 30]. These are simple functions of the precision and recall. Due to space constraints, we only tabulate the F-values. We observed that the behavior of the G-means are similar to the F-Values. All the imbalanced datasets and tables for the G-means can be found at the following permanent link: https://sites.google.com/site/mlsp13mogt/

The comparisons of our mixture of Gaussian trees method for oversampling to other oversampling methods are detailed in Tables 1 and 2. During the SVM-based classification with radial basis function kernel, we perform log-scale grid search and choose the best combination of SVM parameters \((C, g)\) for each oversampling method and each dataset through cross-validation. Our methods are termed 1MoGT and 2MoGT where numeral denotes the number of mixture components. In the 1MoGT case, we are simply modeling the positively-labeled data using one Gaussian tree model. We ran all experiments over 10 independent runs and computed the means and standard deviations of the F-values and G-means. This is to confirm that the variability across different oversampled datasets is not large and our results are consistent.

For the multi-modal datasets, we observe from Table 1 that 2MoGT outperformed all the remaining oversampling methods in good consistency. Here, 2MoGT achieves the best average performance 27 times (according to the F-value). In particular, we found for some difficult-to-classify datasets (e.g., TwoPattern4_1, SLearf1_2, 50words3_4 and Adiac7_8_9_10) that 2MoGT achieves large margins of improvement over all other oversampling methods. The good consistency and large improvement margin of 2MoGT suggest that it is important to model the distribution of such datasets with more than one mixture component using 2MoGT.
We have also benchmarked 2MoGT with a recently-developed integrated oversampling (INOS) method [30], which enhances and integrates SPO with interpolation-based oversampling techniques. Using the suggested integration ratio of 70%, we find for the multi-modal dataset, INOS achieves better performance than SPO, but is not comparable with 2MoGT. INOS achieves average F-values of 92.5%, 85.6%, 81.6%, 78.2%, 98.6% and 71.5% for FaceAll, TwoPatterns, SLear, 50words, SynCtrl, and Adiac, respectively. Correspondingly, 2MoGT scores 96.5%, 87.8%, 87.2%, 90.2%, 99.0% and 79.9% with clear winning margins for four of the six datasets.

For the unimodal datasets, we observe from Table 2 that 1MoGT and 2MoGT perform competitively across all 18 imbalanced time-series datasets compared to the other oversampling methods. Since the positive classes of these datasets are unimodal, we notice that SPO performs the best on many occasions since it fits data better. Moreover, SPO also incorporates regularization and cleaning mechanisms to boost its performance. Without such additional measures, our 1MoGT performed slightly worse than SPO, but it requires significantly fewer parameters for modeling time-series. Other than SPO, our 1MoGT and 2MoGT perform the best by achieving the best F-value for 7 datasets and the best G-mean for 8 datasets out of a total of 18 datasets. We also noticed when 1MoGT outperforms 2MoGT, the differences in performance are not very pronounced because when we set \( L = 2 \) for a strongly unimodal positive class, then either the inferred mixture components \( \alpha_1 \) or \( \alpha_2 \) will be small (close to zero), thus that component is automatically de-emphasized.

### 6. CONCLUSION

We proposed oversampling from a parsimonious mixture of Gaussian trees to correct the imbalance in time-series classification. Our model is able to capture the dependencies among neighboring time points and learning is computationally efficient. The number of parameters that are required to be stored is linear in the dimensionality of the data. We validated the proposed methods on 18 unimodal and 30 multimodal imbalanced datasets and observed that combining trees with the multi-modal aspect results in excellent classification performance.

In the future, especially for oversampling minority classes which are multi-modal in nature, we will compare the results obtained using our modeling technique to non-oversampling methods for time-series classification such as 1NN-DTW [31].
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<table>
<thead>
<tr>
<th>Methods</th>
<th>None</th>
<th>SPO</th>
<th>Repeat</th>
<th>SMOTE</th>
<th>InSMOTE</th>
<th>ADASYN</th>
<th>DR</th>
<th>IMoGT</th>
<th>2MoGT</th>
</tr>
</thead>
<tbody>
<tr>
<td>FaceAll1</td>
<td>968 ± 0.00</td>
<td>964 ± 0.09</td>
<td>948 ± 0.00</td>
<td>953 ± 0.06</td>
<td>951 ± 0.03</td>
<td>958 ± 0.03</td>
<td>959 ± 0.08</td>
<td>963 ± 0.05</td>
<td>975 ± 0.05</td>
</tr>
<tr>
<td>FaceAll2</td>
<td>922 ± 0.00</td>
<td><strong>938 ± 0.01</strong></td>
<td>831 ± 0.00</td>
<td>883 ± 0.05</td>
<td>881 ± 0.07</td>
<td><strong>888 ± 0.08</strong></td>
<td>922 ± 0.04</td>
<td>908 ± 0.05</td>
<td>868 ± 0.08</td>
</tr>
<tr>
<td>FaceAll3</td>
<td>923 ± 0.00</td>
<td><strong>935 ± 0.07</strong></td>
<td>976 ± 0.00</td>
<td>967 ± 0.06</td>
<td><strong>976 ± 0.02</strong></td>
<td>967 ± 0.04</td>
<td>919 ± 0.04</td>
<td>959 ± 0.06</td>
<td>948 ± 0.08</td>
</tr>
<tr>
<td>FaceAll4</td>
<td>944 ± 0.00</td>
<td>940 ± 0.05</td>
<td><strong>963 ± 0.00</strong></td>
<td>956 ± 0.06</td>
<td>962 ± 0.05</td>
<td>961 ± 0.05</td>
<td>908 ± 0.01</td>
<td>950 ± 0.05</td>
<td>950 ± 0.05</td>
</tr>
<tr>
<td>FaceAll5</td>
<td>975 ± 0.00</td>
<td>965 ± 0.04</td>
<td><strong>979 ± 0.00</strong></td>
<td>979 ± 0.01</td>
<td>976 ± 0.01</td>
<td>977 ± 0.02</td>
<td>955 ± 0.03</td>
<td>971 ± 0.02</td>
<td>952 ± 0.03</td>
</tr>
<tr>
<td>SLeaf1</td>
<td>817 ± 0.00</td>
<td>835 ± 0.08</td>
<td>817 ± 0.00</td>
<td>794 ± 0.14</td>
<td><strong>799 ± 0.16</strong></td>
<td>798 ± 0.16</td>
<td>816 ± 0.16</td>
<td><strong>876 ± 0.21</strong></td>
<td>838 ± 0.17</td>
</tr>
<tr>
<td>SLeaf2</td>
<td>949 ± 0.00</td>
<td>963 ± 0.01</td>
<td>949 ± 0.00</td>
<td>955 ± 0.07</td>
<td>963 ± 0.00</td>
<td><strong>962 ± 0.04</strong></td>
<td>963 ± 0.00</td>
<td><strong>980 ± 0.07</strong></td>
<td>953 ± 0.10</td>
</tr>
<tr>
<td>SLeaf3</td>
<td>838 ± 0.00</td>
<td>839 ± 0.16</td>
<td>836 ± 0.00</td>
<td>835 ± 0.10</td>
<td>836 ± 0.11</td>
<td>837 ± 0.11</td>
<td>829 ± 0.05</td>
<td>842 ± 0.07</td>
<td><strong>849 ± 0.14</strong></td>
</tr>
<tr>
<td>SLeaf4</td>
<td>849 ± 0.00</td>
<td><strong>934 ± 0.10</strong></td>
<td>610 ± 0.00</td>
<td>724 ± 0.24</td>
<td><strong>719 ± 0.07</strong></td>
<td>733 ± 0.04</td>
<td>894 ± 0.15</td>
<td><strong>834 ± 0.29</strong></td>
<td>888 ± 0.19</td>
</tr>
<tr>
<td>SLeaf5</td>
<td>883 ± 0.00</td>
<td><strong>902 ± 0.11</strong></td>
<td>883 ± 0.00</td>
<td>894 ± 0.07</td>
<td>892 ± 0.07</td>
<td>891 ± 0.06</td>
<td><strong>870 ± 0.08</strong></td>
<td>892 ± 0.10</td>
<td>897 ± 0.09</td>
</tr>
<tr>
<td>TwoPatterns1</td>
<td>883 ± 0.00</td>
<td><strong>926 ± 0.03</strong></td>
<td>718 ± 0.00</td>
<td>776 ± 0.02</td>
<td><strong>776 ± 0.02</strong></td>
<td>780 ± 0.03</td>
<td>897 ± 0.02</td>
<td>842 ± 0.06</td>
<td>842 ± 0.06</td>
</tr>
<tr>
<td>TwoPatterns2</td>
<td>728 ± 0.00</td>
<td>783 ± 0.07</td>
<td>653 ± 0.00</td>
<td>688 ± 0.03</td>
<td><strong>687 ± 0.01</strong></td>
<td>689 ± 0.02</td>
<td>739 ± 0.02</td>
<td>755 ± 0.05</td>
<td><strong>819 ± 0.06</strong></td>
</tr>
<tr>
<td>TwoPatterns3</td>
<td>344 ± 0.00</td>
<td><strong>869 ± 0.03</strong></td>
<td>659 ± 0.00</td>
<td>708 ± 0.04</td>
<td><strong>710 ± 0.05</strong></td>
<td>712 ± 0.07</td>
<td>571 ± 0.02</td>
<td>825 ± 0.06</td>
<td><strong>896 ± 0.03</strong></td>
</tr>
<tr>
<td>TwoPatterns4</td>
<td>852 ± 0.00</td>
<td><strong>908 ± 0.05</strong></td>
<td>681 ± 0.00</td>
<td>752 ± 0.02</td>
<td><strong>737 ± 0.02</strong></td>
<td>735 ± 0.02</td>
<td>758 ± 0.02</td>
<td>824 ± 0.07</td>
<td><strong>831 ± 0.04</strong></td>
</tr>
<tr>
<td>Wafer1</td>
<td>996 ± 0.00</td>
<td>996 ± 0.00</td>
<td>996 ± 0.00</td>
<td>996 ± 0.00</td>
<td>996 ± 0.00</td>
<td><strong>996 ± 0.00</strong></td>
<td>996 ± 0.00</td>
<td>996 ± 0.00</td>
<td>996 ± 0.00</td>
</tr>
<tr>
<td>Wafer2</td>
<td>990 ± 0.00</td>
<td><strong>992 ± 0.01</strong></td>
<td>991 ± 0.00</td>
<td>991 ± 0.01</td>
<td>991 ± 0.00</td>
<td><strong>991 ± 0.01</strong></td>
<td><strong>992 ± 0.01</strong></td>
<td>991 ± 0.01</td>
<td>991 ± 0.01</td>
</tr>
<tr>
<td>Yoga1</td>
<td>878 ± 0.00</td>
<td>896 ± 0.06</td>
<td>886 ± 0.00</td>
<td>902 ± 0.01</td>
<td>903 ± 0.02</td>
<td><strong>905 ± 0.02</strong></td>
<td>883 ± 0.00</td>
<td>880 ± 0.01</td>
<td>885 ± 0.02</td>
</tr>
<tr>
<td>Yoga2</td>
<td><strong>907 ± 0.00</strong></td>
<td><strong>917 ± 0.02</strong></td>
<td>905 ± 0.00</td>
<td>912 ± 0.01</td>
<td>913 ± 0.01</td>
<td><strong>912 ± 0.01</strong></td>
<td>914 ± 0.00</td>
<td>905 ± 0.01</td>
<td><strong>911 ± 0.01</strong></td>
</tr>
</tbody>
</table>

Table 2. Comparison of F-values for various oversampling methods on unimodal positive class behavior of several methods for balancing machine learning training data.” ACM SIGKDD Explorations Newsletter, vol. 6, pp. 20–29, 2004.