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Abstract—Amidst the rapid growth of wireless broadband networks, little attention has been paid to wireless network survivability issues. We propose a survivable wireless ATM network architecture that allows it to survive from a single base station failure condition, by redirecting a failure cell’s traffic via its six neighboring cells. We present two failure-handling schemes for the proposed architecture. The first scheme is a bandwidth reservation (BR) scheme that is targeted at achieving high survivability by reserving bandwidths at appropriate locations in the network. The second scheme is a best-effort (BE) scheme that does not perform any reservation, and is targeted at achieving high bandwidth utilization. Simulation results show that the BR scheme achieves good survivability as expected. On the other hand, the BE scheme provides better utilization while having slightly lower average survivability. The decrease in average survivability for the BE scheme is not tremendous, largely due to its flexibility in the use of spare bandwidths from neighboring cells when a failure occurs. However, the BE scheme requires more frequent update messages between the switches in order to update each other about the amount of bandwidth that they could provide for failure-handling. We have also considered important issues such as switchover time, and data integrity, for our proposed schemes.

I. INTRODUCTION

Due to a rapid growth of wireless broadband networks and the growing impact of a network failure, real-time failure recovery becomes a critical function for maintaining the robustness in future high-speed wireless networks. In order to provide the user with a transparent connectivity regardless of the state of the network, the survivable network should work under any failure pattern and be robust to a topological change, especially in wireless networks. The success of the restoration process, however, depends on failure location, traffic distribution, mobile behavior, and available spare capacity over the network when a failure occurs. Thus, it is necessary to dynamically distribute the traffic and spare capacity for better survivability. At the same time, the traffic flow should be assigned optimally in the network for efficient utilization. The mobility of mobile terminals (MTs) with different Quality-of-Service (QoS) requirements further complicates the design of survivable network architecture. The network needs to respond to preserve QoS upon a change in the network traffic pattern including the network failure.

While there has been much effort in survivable network design for wired networks [1–4], little attention has been paid to survivability issues in wireless networks. In this paper, we propose a survivable Wireless Asynchronous Transfer Mode (WATM) network architecture, and describe two failure-handling schemes that enable the wireless network to recover dynamically from a single link or base station (BS) failure.

The remaining of this paper is organized as follows. Section II describes the proposed survivable network architecture and the two failure-handling schemes in detail. In Section III, we discuss some of the important issues that need to be considered for the traffic redirection during failure. Section IV describes the simulation model and the assumptions made. In Section V, simulation results are presented to demonstrate the performance of the proposed schemes. Finally, we give our concluding remarks in Section VI.

II. SURVIVABLE NETWORK ARCHITECTURE AND FAILURE-HANDLING SCHEMES

The objective of our proposed schemes is to achieve high survivability for the existing connections in the failure cell, while achieving reasonably high bandwidth utilization. In the following context, we shall refer to a cell as a “failure cell” when either its BS or the immediate link connected to its BS fails. In our proposed failure-handling schemes, the key idea is to redirect all the failure cell’s traffic via its six neighboring cells. Note that our schemes only cater for a single failure at any time, assuming that the time between successive failures is long enough for the problem to be fixed.

In order to provision for the traffic redirection when a cell failure occurs, we have the option of choosing either wired or wireless means. In our proposed scheme, we have chosen the latter, as it might be too costly, if not impossible, to interconnect all the neighboring BSs in the entire wireless network by wired means. By placing standby repeaters at appropriate positions in each cell, together with the reservation of an emergency spectrum to be used between these repeaters, the failure cell’s traffic could be redirected through the neighboring cells without increasing the co-channel interference experienced by any cell. As illustrated in Fig. 1, a center-excited standby repeater is placed at the center of each cell, while three corner-excited repeaters are placed at three vertices of the cell to relay the traffic to neighboring BSs when a redirection is needed. The corner repeaters serve to convert the carrier frequencies between the failure cell and its neighboring cells, so as to avoid co-channel interference problems. The obvious disadvantage of using wireless means here, however, is the need to reserve part of the scarce radio resource available as emergency spectrum. In order to alleviate the effect of under-utilization, we could dynamically utilize the emergency spectrum for some calls during normal operation and possibly drop some calls according to their priorities when a cell failure occurs.

In WATM networks, when a MT in an active call moves from one BS’s coverage area to another BS’s coverage area, handoff-rerouting protocols [5–8] are necessary to reroute existing active connections to the new BS. When a handoff occurs, a new partial connection is established between the new cell and the “Crossover Switch” (COS) [9, 10]. A COS is an “End User Mobility Enabled ATM Switch” (EMAS) [9] on the original path of the connection between a MT and the other end-user, which acts as an anchor while rerouting the
connection to the new BS. Depending on the scheme chosen, different EMASs in the network could potentially become the COS for the rerouting process. For the case of connection rerouting during a cell failure, the connections from the failure cell are redirected in a manner similar to handoff rerouting. New partial connections are established between the neighboring cells providing the redirecting service and the respective COSs. In our work, we do not make any assumption on the COS discovery scheme that would be used. Interested readers are referred to [10] for extensive descriptions and performance evaluations of different COS discovery schemes.

In the following subsections, we shall describe two failure-handling schemes. The first scheme is a bandwidth reservation (BR) scheme that is targeted at achieving high survivability. The second scheme is a best-effort (BE) scheme that does not perform any reservation beforehand, and is targeted at achieving high bandwidth utilization.

**A. Bandwidth Reservation Scheme (BR)**

In order to achieve high survivability during a failure, bandwidths need to be reserved in advance. In this scheme, whenever a cell failure occurs, six neighboring cells with fixed preserved bandwidth would share the redistributed traffic from the failure cell. Since the failure cell has also reserved part of its bandwidth for emergency use, we only need to set aside 1/7 of the radio bandwidth available in each cell for emergency use. For example, assuming that each cell has a capacity of 70 units, but it only carries a maximum of 60 units of traffic while the remaining 10 units are reserved. When a cell failure occurs, only 60 units need to be redirected to the surrounding six neighbors, where each neighbor relays 10 units of traffic (1/7 of a cell’s total capacity).

Besides reserving wireless bandwidths in the neighboring cells, bandwidth reservations in the backbone links are also needed. However, backbone reservations are only performed between the BSs in neighboring cells and their respective COSs. No reservations are required in those backbone links that are unaffected by the traffic redirection during failure-handling, which correspond to those links lying between the COS and the other ends of the connections.

We shall now describe the admission rule for a new call. Let \( B_{\text{new}} \) be the bandwidth requirement of the new call. Let \( E_l \) and \( R_l \) represent the remaining unused bandwidth and the emergency reserved bandwidth respectively in link \( l \in L \), where \( L \) is the set of links comprising the entire end-to-end connection, inclusive of the wireless link. \( E_l \) is set to be 1/7 of the radio capacity if \( l \) is a wireless link. On the other hand, if \( l \) is a wired link, \( E_l \) would vary according to the connections that would be rerouted through \( l \) when a cell failure occurs. A new call request is accepted if

\[
B_{\text{new}} \leq R_l - E_l.
\]

While 100% survivability is desired, it is only possible if sufficient bandwidths are reserved to accommodate the worst-case scenario in which the cell was fully loaded before the failure. From a user’s point of view, forced termination of an ongoing call during handoff is more objectionable than the blocking of a new call. Therefore, handoff calls should be prioritized over new calls. Since cell failure does not occur frequently, it is reasonable for us to allow handoff calls to take advantage of the bandwidth reserved for failure-handling purpose. This would help to increase bandwidth utilization and decrease on-going handoff call dropping probability, at the expense of sacrificing 100% survivability. Thus, handoff calls are treated in a different manner; they are accepted if

\[
B_{\text{handoff}} \leq R_l,
\]

where \( B_{\text{handoff}} \) represents the bandwidth requirement of the handoff call. The links \( l \in L \) now represent the set of links between the target handoff cell and the COS, inclusive of the wireless link. Note that for new calls, the admission rules are performed on an end-to-end basis, but for handoff calls, the rules are performed only between the COS and the target handoff cell. This is because the route between the COS and the other end terminal remains unchanged after a handoff.

As handoff calls may occupy the bandwidth reserved for failure-handling purpose, we would need to terminate some calls when a cell failure occurs. We have the option of either terminating those calls that are currently utilizing the reserved spectrum, or we could terminate calls according to their priorities. For the latter case, if a higher priority call is currently utilizing the reserved spectrum, we may have to terminate a lower priority call outside the reserved spectrum, and reallocate its frequency for the higher priority call. Note that in either case, the same number of calls would be terminated.

When the reserved bandwidth in a cell is fully unused, there is a common understanding between this cell and its neighboring cells that it could provide 1/7 of its bandwidth in case of a cell failure. Thus there is no need to inform its neighbors every time it accepts a handoff request. On the other hand, whenever part of the reserved bandwidth is used by handoffs, the first-tier EMASs of its neighboring cells need to be informed of the reduction in reserved bandwidth. The EMAS could then pre-determine the connections that could survive in case of a cell failure, so as to speed up the actual failure-handling process when a real failure occurs. Note that a cell may not be attached to the same first-tier EMAS as its neighboring cells. As a result, the notification of available reserved bandwidth could happen across EMASs.

**B. Best-effort Scheme (BE)**

This scheme is targeted at achieving high resource utilization. There is no “reserved bandwidth”, that is, the criterion for both new call and handoff call admission is

\[
B_{\text{new/handoff}} \leq R_l.
\]
In this scheme, system survivability is performed with best effort, depending on how much spare bandwidth is available from the neighboring cells to redirect the failure cell’s traffic when a failure occurs. For example, as shown in the Fig. 2, suppose cells A, B1 to B5 are fully utilized, and cell B6 is fully unused. When cell A fails, its entire traffic could be redirected to cell B6 to achieve 100% survivability. From this point of view, the BE scheme provides a flexible backup strategy for the failure cell.

For every new or handoff call request that is accepted, or whenever a call is released from a cell, the first-tier EMASs of its neighboring cells need to be informed about the amount of bandwidth that is remaining for failure-handling purposes. Therefore, such notification messages occur much more frequently than in the BR scheme, which only requires notification upon the use or release of the reserved spectrum.

III. IMPORTANT ISSUES FOR TRAFFIC REDIRECTION

In the following subsections, we shall look at two important issues that need to be considered when providing traffic redirection during a cell failure.

A. Switchover Time

When the traffic from the failure cell is redirected to its neighboring cells, new VPI/VCI s need to be assigned. As the failure occurs, the neighboring cells of the failure cell take some time to respond to the failure, including the time taken to get informed about the failure, as well as to get ready for the traffic redirection. In the following context, we shall refer to this period of response time as the “switchover time”, defined as the time between the instant when a failure occurs and the instant when the neighboring cells are ready to redirect traffic for the failure cell.

In order to prevent data loss during the switchover time, we could equip each center-excited repeater with a data buffer for failure-handling use, where the size of the buffer is proportional to the length of the switchover time. Fig. 3 shows the reference model used for our switchover time calculation, while Fig. 4 shows the timing diagram of the corresponding switchover time.

In ATM networks, even when there is no data to transmit, ATM idle cells are still being transmitted in the links. Therefore, once the first-tier EMAS loses the signal from the corresponding BS for a certain amount of time, equal to a cell slot duration $t_1$, it could immediately detect the failure of either the BS or the link connected to the BS (ignoring the possibility of a false alarm).

As soon as the EMAS detects the failure, it begins to assign the alternative VPI/VCI s for the redirected traffic and notify the switch ports of the first-tier EMAS where the six surrounding cells are attached (processing time $t_2$). If the six surrounding cells are connected to different EMASs, an additional coordination time between EMASs (time $t_3$) would be introduced. When the EMAS(s) of the neighboring cells finish the assignment of alternative VPI/VCI s for the redirected connections, they need to signal the BSs of these cells (propagation delay $t_4$). The respective neighboring BSs would then perform some final processing (processing time $t_5$), before sending “READY” signals to the repeaters of the failure cell to activate them to redirect traffic (propagation delay $t_6$). The center-excited repeater can now begin to send out the packets stored in its buffer. Hence, we see that the size of the data buffer for failure-handling must be at least:

$$\text{Buffer size} \geq t_1 + t_2 + t_3 + t_4 + t_5 + t_6$$

In order to estimate the magnitude of the required switchover time and the corresponding buffer size, we make a sample calculation based on the following assumptions:

- $t_1 \approx 2.7 \mu s$
- $t_2 \approx 30 \mu s$
- $t_3 \approx 200 \mu s$
- $t_5 \approx 10 \mu s$

This yields a switchover time of approximately 300 $\mu$s, and a buffer size of 6 KB. However, a practical choice for buffer size might be several times this value to give some tolerance.
with a fixed wireless terminal, whose traffic should also be assumed that each MT in an active connection communicates probability of belonging to any of the three traffic types. We with an average of \( \lambda \) calls/s/cell, and each call has equal bandwidth utilization of radio links, new call blocking probability (CBP) and handoff dropping probability (HDP). For an average call arrival rate of \( \lambda \) calls/s/cell that is uniform over the entire system, the “normalized offered load” is defined as the offered load per cell from new calls, normalized by the radio bandwidth capacity \( C \) of a cell: 

\[
\frac{\lambda}{3C} \sum_{i=1}^{3} E[\tau_i] \times B_i
\]

where \( E[\tau_i] \) represents the average type \( i \) call duration in seconds, \( B_i \) represents the average bandwidth for type \( i \) in Mb/s, and \( C \) is the radio bandwidth capacity per cell in Mb/s.

### TABLE I

**TRAFFIC TYPES USED IN SIMULATIONS**

<table>
<thead>
<tr>
<th>Traffic Class</th>
<th>Bandwidth Requirement</th>
<th>Connection Duration</th>
<th>Average Connection Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30 kb/s (CBR)</td>
<td>1 – 10 min</td>
<td>3 min</td>
</tr>
<tr>
<td>2</td>
<td>256 kb/s (CBR)</td>
<td>1 – 30 min</td>
<td>5 min</td>
</tr>
<tr>
<td>3</td>
<td>1-6 Mb/s (VBR)</td>
<td>5 – 60 min</td>
<td>10 min</td>
</tr>
<tr>
<td></td>
<td>3 Mb/s (mean)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
We evaluate the average, minimum and maximum survivability of the system. The way we calculate the average survivability at a sampling instant is by assuming single cell failure (without actually failing the cell) and observing how many connections in the failure cell could survive at that instant should a real failure occur. Obviously, we could repeat the procedure for all cells in the whole system, and then compute the average survivability values for each traffic class at the sampling instant. The minimum/maximum survivability estimate, on the other hand, is chosen from the cell that has the lowest/highest survivability value among the entire system. We collect these survivability estimates over many sampling instants such that their 95% confidence intervals are within ±5% of their mean values.

We have also defined two variants of survivability measures for the overall survivability of the three traffic classes, in terms of number of connections and bandwidth:

overall connection survivability

\[ \frac{\sum_{i=1}^{n_c} \text{(No. of survivable type } i \text{ connections)}}{\sum_{i=1}^{n_c} \text{(No. of type } i \text{ connections)}} \]

overall bandwidth survivability

\[ \frac{\sum_{i=1}^{n_c} \text{(No. of survivable type } i \text{ connections} \times B_i)}{\sum_{i=1}^{n_c} \text{(No. of type } i \text{ connections} \times B_i)} \]

V. SIMULATION RESULTS

In our first set of simulations, we do not implement any failure-handling scheme. The CBP and HDP values as well as the normalized radio bandwidth utilization obtained for different normalized offered load are shown in Fig. 7(a) and (b). These simulation results are to be used as references to track how they are affected when we implement our failure-handling schemes in subsequent simulations.

A. Bandwidth Reservation Scheme (BR)

In this simulation, we allow handoff call requests to utilize the reserved bandwidth, but not the new call requests. Fig. 8(a) and (b) show the corresponding average, minimum, and maximum survivability values obtained for varying normalized offered load. As shown in Fig. 8(a), the average bandwidth survivability is above 0.94. Its minimum value is also above 0.88, as shown in Fig. 8(b).

The tradeoff for the high survivability is an increase in CBP and a reduction of overall bandwidth utilization. Fig. 8(c) to (e) show the changes in the respective performance measures over the results shown earlier in Fig. 7. Note that by allowing handoff requests to take advantage of the reserved bandwidth, we have prioritized handoffs inherently, causing the HDP values to improve significantly over the case where no failure-handling is performed. Link utilization has also decreased from the case without failure-handling due to the reservation of bandwidths for failure-handling purpose.

B. Best-Effort Scheme (BE)

Fig. 9(a) and (b) show the simulation results for the BE scheme. As explained in Section II-B, the BE scheme does not make any reservation. Therefore, we do not show the results for CBP, HDP, and normalized radio bandwidth utilization because they are almost identical to those shown in Fig. 7(a) and (b). This implies that the BE scheme has better radio bandwidth utilization but poorer HDP performance compared with the BR scheme. As shown in Fig. 9(a), the average bandwidth survivability is approximately 0.925 when the normalized offered load is 1.0. High average survivability could still be maintained because each neighboring cell could now have the flexibility to provide any amount of spare bandwidth that is remaining for failure-handling purpose, without the restriction of 1/7 radio bandwidth capacity as in the BR scheme. Note however, that the minimum survivability values as shown in Fig. 9(b) have much lower values (approximately 0.73 at a normalized offered load of 1.0) compared to the BR scheme because no bandwidth is specially reserved for failure-handling purpose.

VI. CONCLUSION

In this paper, we have proposed a survivable wireless ATM network architecture that allows it to survive from a single cell failure condition, which could arise when either the BS, or the link directly connected to the BS, fails. Two failure-handling schemes were described. The first scheme – the BR scheme, aims to achieve high survivability performance by reserving bandwidths at appropriate locations in the network, at the expense of lowering bandwidth utilization and increasing the CBP for new calls. The reserved bandwidth could only be used by handoff call requests, but not by new call requests. The second scheme – the BE scheme, does not perform any bandwidth reservation, in which system survivability depends on the network load when a failure occurs. From the simulations, we find that the BR scheme achieves good survivability as expected. On the other hand, the BE scheme is able to achieve an average survivability that is close to that of the BR scheme, while having higher utilization, due to its flexible best-effort assignment of spare bandwidths from neighboring cells. However, the BE scheme requires more frequent update messages between the EMASs in order to update each other on the amount of bandwidth that they could provide for failure-handling.

In addition to performing simulations to verify the above expectations, we have also considered important issues such as switchover time computation, and data integrity maintenance, for our proposed schemes.

<p>| TABLE II |
| MISCELLANEOUS SIMULATION PARAMETERS |</p>
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>500 m</td>
<td>Cell radius</td>
</tr>
<tr>
<td>C</td>
<td>155 Mb/s</td>
<td>Radio bandwidth capacity per cell</td>
</tr>
<tr>
<td>P</td>
<td>0.1</td>
<td>Bernoulli probability for change in speed/direction</td>
</tr>
<tr>
<td>ΔT</td>
<td>1 s</td>
<td>Time interval for the above Bernoulli process</td>
</tr>
<tr>
<td>( S_{\text{max}} )</td>
<td>120 km/h</td>
<td>MT’s maximum speed</td>
</tr>
<tr>
<td>( S_{\text{mean}} )</td>
<td>60 km/h</td>
<td>MT’s mean initial speed</td>
</tr>
<tr>
<td>( \sigma_{\text{speed}} )</td>
<td>20 km/h</td>
<td>Standard deviation of MT’s initial speed</td>
</tr>
<tr>
<td>( \sigma_{\text{speed}}' )</td>
<td>10 km/h</td>
<td>Standard deviation for change in MT’s speed</td>
</tr>
<tr>
<td>( \sigma_{\text{speed}}'' )</td>
<td>30 km/h</td>
<td>Standard deviation for change in MT’s direction</td>
</tr>
</tbody>
</table>

In addition to performing simulations to verify the above expectations, we have also considered important issues such as switchover time computation, and data integrity maintenance, for our proposed schemes.
Fig. 7. Simulation results without failure-handling. (a) CBP and HDP. (b) Normalized radio bandwidth utilization.

Fig. 8. Simulation results using BR failure-handling scheme. (a) Average system survivability. (b) Maximum and minimum system survivability. (c) Change in CBP with respect to Fig. 7(a). (d) Change in HDP with respect to Fig. 7(a). (e) Normalized radio bandwidth utilization.

Fig. 9. Simulation results using BE failure-handling scheme. (a) Average system survivability. (b) Maximum and minimum system survivability.
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