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Abstract—In wireless multi-hop networks, the spatial reuse s with a sufficiently large node density, according to a
determines the number of simultaneous connections allowed in Pojsson point process over the plane. The paper shows that

a given region. It has a strong influence on the throughput and , 5 gense network, the shape of the power attenuation func-
delay characteristics of the network and is thus an important ’

metric in performance evaluation. This paper presents an analytic tion strongly affects the connectivity and capacity propertles.
model for the spatial reuse in a wireless multi-hop network with Efforts have also been made to recompute the capacity under
a random access MAC protocol that uses a fair scheduler to alternate communication models. In [7], Negi et al. assume
accomplish collision avoidance. We employ a purely probabilistic a Ultra-Wide Band (UWB) physical layer in which each

model to derive the closed form solution for the achievable n,qe i5 constrained to a limited transmit power and but is
throughput. Using our model we are able to show the maximum

saturation throughput obtainable as a function of the node capable ,Of 9“”2”‘9 an arbitrarily large bandwidth. With this
density. communication model, the authors demonstrate that the per-
node throughput increases with node numberunder the
. INTRODUCTION UWB physical layer assumptions and by using explicit link

One of the most important metrics which characterize ttalaptation.
performance of Medium Access Control (MAC) protocols Existing literature has also incorporated probabilistic model
in wireless ad-hoc networks is thespatial reusewhich for computing the throughput of wireless networks. Tay and
determines the number of simultaneous connections allow€Hua present an analytical model in [9] to obtain closed form
in a given region. This in turn strongly affects the throughputpproximations for the maximum throughput of the IEEE
and delay characteristics at each node and thus serves @211 MAC. Using a simplified collision model in 802.11
fundamental benchmark for the effectiveness and efficiency MAC, the authors have derived the collision probability and
MAC protocols. In this paper, we evaluate the spatial reutiee node limit in a wireless cell. In [3] Gobriel et al. estab-
in a wireless multi-hop network with a random access MAGsh analytical models for interference and collision analysis
protocol that uses a fair scheduler to accomplish collisian 802.11 MAC from the perspective of power efficiency.
avoidance. Our work investigates the best throughput obtafDbserving the tradeoff in the choice of transmission power,
able as a function afiode densityn a random access network,the authors construct the collision model together with the
using a probabilistic model with practical assumptions on theterference model in a unified analysis. In [6] Li et al. employ
architecture in the MAC layer. The analysis shows that oar simplified spatial reuse model to evaluate the influence
framework gives tighter and more realistic bounds on ttaf interference range on the network throughput. The paper
achievable saturation throughput of the network as comparedhmines the interaction of the 802.11 MAC and ad hoc
to the capacity results which assume optimal schedulingrwarding via simulations and analysis from the perspective
routing and power control. of spatial reuse. Using a probabilistic model, the authors argue

Latest research efforts on the performance evaluation of alat for the total capacity to scale with network size, the
hoc networks usually focus with the problem of the capacigwverage distance between source and destination nodes must
and study its relationship with mobility, connectivity andemain small as the network grows.
latency [4], [1], [2]. These models consideridentical nodes  In this work, we employ a purely probabilistic model
distributed arbitrarily or randomly on a unit disk, and eacto evaluate the spatial reuse of generic, distributed MAC
node has a randomly chosen destination. The classic problpratocols. Our assumptions on the traffic pattern and how
of network capacity in random networks is formulated b¥AC protocols regulate the traffic are rather flexible. Consider
Gupta and Kumar in [4] as to find the maximum throughpw sender and receiver within the transmission range of each
in a network where routing, scheduling, and per-node transther which form theS-R pairin a transmission. This paper
mission power can all be chosen optimally. The paper proviesestigates the spatial reuse in static ad-hoc networks under
that the uniform throughput per node scale@as\/ﬁm). In  saturated traffic conditions, where simultaneous S-R pairs are
[1], Dousse et al. study the scalability issues in connectivitightly packed inside a given region so that no new pair can
and capacity in dense ad-hoc networks. The authors defjom in without reorganizing the existing transmission pairs.
a a dense network as a network deployed on a finite at®ar work is based on the observation that the saturation



throughput of the whole network varies as a function of thB. The Assumptions of Random Networks
node density. We develop a metric to evaluate the eﬁiCie”CyAccording to our assumptions, andom networkis com-

of spatial reuse in terms of equivalent saturation throughpysed of identical nodes randomly located in a planar region
and obtain its closed form solution. of sufficiently large area. The nodes are distributed homoge-
The rest of the paper is organized as follows. In Section dbysly so that we can characterize the two-dimensional uni-
the preliminaries of our model are presented. In Section Il alﬂ&'m distribution using Poisson process with intensity param_
??, we explain our probabilistic model in detail and evaluatgier \, which is also known asode densityThe assumption
the spatial reuse using predefined metrics. Our conclusiongissufficiently large region helps eliminate the edge effects at
given in Section IV. the boundary and facilitates the use of probability tools.
The MAC layer traffic consists of single hop traffic, which
[I. PRELIMINARIES can be characterized as p&fR pair (Sender-Receiver pair)
transmissions. We assume there is no probabilistic dependency
To maximize the spatial reuse, the ideal scheduler dgnong the occurrence of different transmission pairs. In a S-R
expected to pump as many simultaneous transmissionspag, the receiver can be located anywhere around the sender.
possible in an area without causing any interference. Singgth a fair scheduler in the random access MAC protocol, it
we seek the best throughput and the scheduler is optimal, dies not always favor the pairs with shorter one-hop distances
MAC-layer overheads like ACK frames or backoff windowsor the sake of maximizing spatial reuse. Therefore, under
are considered. Also, power control is outside the scope ngdic traffic conditions the receiver is uniformly distributed
this paper. All nodes are assumed to be randomly distributgghund the sender within theansmission rangeR. Let r
in a network located on an infinite plane. As a MAC-layefenote the one-hop distance in a S-R pair, from Fig. 1(a) we

analysis, our work focuses on single hop traffic, and assumes derive itsprobability distribution function(PDF) as
no dependency among different transmissions. That is, the

analysis does not depend on routing or queueing strategies.
All the random settings of the traffic are ergodic and the
throughput is evaluated under these conditions.

Spatial reuse assesses the efficiency of channel sharing and
the degree of multiple access in an ad-hoc network, and thus
it is a MAC-related issue. To simulate the environment of ad-
hoc networks we make stochastic assumptions on the network
topology and MAC layer traffic pattern. In this section we will

explain these assumptions and introduce our metric to evaluﬁirte 1. g Probability gisbt.rli_butcijqn %f Qne-fhorl dist?ncelr}: (a) we iflluhstrate
. H _ ow to derive its probability distribution function from the ratio of the sector
the spat|al reuse in a dense ad-hoc network. area. The shape of its probability density function is shown in (b).

f(r)

2/IR

(b)

A. Model Overview

1,29 r2
To maximize the spatial reuse, a normal scheduler is F.(r) = fR2¢9 = R 0<r<R Q)
expected to pump as many simultaneous transmissions as 2
possible in a region while maintaining the interference to Hence itsprobability density functiorfpdf) is given by (also
a tolerable level. In our probability model we consider ahown in Fig. 1(b))
random network deployed in a sufficiently large area under o
homogeneous and ergodic traffic conditions. Since we study fr(r) = 4 (1) = { 7 0S7S R (2)
the best-of-effort throughput on the MAC layer, we assume dr 0,  otherwise
no protocol-specific MAC overheads such as ACK frames, @' SINR Model
backoff windows used in the CO."'S'On resolution ph_as_e. Al The spatial reuse in an ad hoc network cannot go unbounded
the nodes have the same physical layer characteristics Sth - :
: cause when a transmitting node produces interference to
that they have the same antenna gains and send packets u

the same transmission power (we will provide an example :’?Pngther nodes in its vicinity. As th&ignal to Interference
. . P pr . P'€ 8hd Noise RatidSINR) constraint must be satisfied at each
spatial reuse in the power control MAC in Secti@®).

AS & MAG | vei K f ingle h receiver, this prevents the network from supporting an infinite
S a ayer analysis, our work ToCuses on sSingle NOR, mper of simultaneous transmissions. In this paper we use

traffic, and assumes no dependency among different transmyiss Physical model as in [4]. Suppose nafleand R, are

sions. The MAC layer handles traffic on a stand-alone bagis,jer and receiver in a S-R pair, respectively, sipdk # 1)
and does not depend on routing or queueing strategies. Sia Botes any other senderfy's neighborhood, then the SINR
an optimal global scheduler is not present, other portions ginstraint atR; is given as

the network traffic are not known to a local scheduler. We

also assume the scheduled traffic exhibits explicit statistical ﬁ

features so that it could fit into the probability framework. Si+1m p ©)



where P
T =) ta—mTo (4)
; Sk — Ril®

Here o (o > 2) is the path loss exponentand 5 is the
SINR threshold P is the common transmission power at
each sender, anf5;, — R;| is the distance between sender
S) and receiverR;. ¢; denotes theambient noisgassumed
to be white Gaussian noisé this analysis.; is a random
variable representing the interference collected at a node frem 2. The concentric ring model. The space is divided into infinite non-
all the existing senders in it viiny, which we call (NELEIebhng boserie o Seiedit £t 1 S ol S o e
Aggregate InterferenceéSince we assume the node distributiof; o receivad from e aiive sonder nside each fing. i any. P

is homogenous, thedf of 7; at each receiver has an identical

form, and we usefr(7) to denote it.

D. Spatial Reuse Metric radius ofp and infinitesimal width ofAp, with p continuously
ranging from 0 toco. According to the definition of Poisson

o . B}%cess [10], for small\ p the probability that an active sender
the network traffic is saturate in that each node always s into the ring is proportional to the ring’s area. Since we

packets to transmit. Although all the nodes can compete for ow the active node density &, this probability is given

channel, only a portion of them can successfully send/recelblg A[27pAp + o(Ap)], whereo(Ap) is used to denote any
packets under the arbitration of random access MAC protoca antity that goes to zero at a faster than linear rate. For the

and we say t.hese nod.es ative .lt is seen that a.no.de Can NOt:ase that there are more than one active senders falling into the
always stay in the active mode in every transmssmn/recawggm e ring, according to the Poisson process definition, it has
attempt, and thus we defing the Effective Transmission Rate ; '

- . . “"~a probability ofo(Ap) and is thus negligible in the analysis.
(ETR), to represent the propabmty th{?‘t a_node IS active in a e then assign a random varialgleto each ring, representing
attempt. Note that each active node is eitherative sender

i . q q h th b its contribution to the Aggregate Interferenceat the central
roerczR/Z?slve receiverand senders have the same numoer ggq R; due to the active node inside the ring, if any. If an
: active node happens to stay inside, this contributiontis

Given the nodg density, Effgctlve Transmission Ratg according to Eqn. (4). Thereforg, has the following biﬁary
reflects the spatial reuse efficiency brought by the randv?}Wobability distribution
0! :

access MAC protocol. From the probability perspective

To study the spatial reuse in an ad-hoc network, we assu

can useln to denote theactive node densitylt is valid Prob(¢, = &) = 2 \npAp+o(Ap)
for both active senders and receivers, which are assumed to Prob(C, =0) = 1—2m\nplp+o(Ap) (®)
have homogenous distributions as well. As one can expect,
An reveals theequivalent saturation throughpun terms of We also obtain theharacteristic functiorof ¢, as
achievable number of simultaneous S-R pairs that can be ot
contained in unit area, and thus we can use it as our spatial P, (w) = Ele’]
jwP

reuse evaluator. = 1—2r pAp(l — e )+ o(Ap)

Ill. APROBABILITY MODEL FOR THESPATIAL REUSE _ 6727r)\npAp(lfe%o‘£) +o(Ap) (6)

In this section we introduce our probability model and _
establish equations to obtain the closed form solution for titere we have used %4 =1 — KAp + o(Ap), valid for
Effective Transmission Rate at each node as a function ofany small quantityAp — 0 and constanf’.

node density\. It is seen that the Aggregate Interferencés the collection
of the power received from every individual ring. Thus we
A. Aggregate Interference haver = Y- (,. Therefore the characteristic function of

As we have pointed out, the Aggregate Interferemcan can be derived from that af,:
Egn. (4) is a random variable representing the power level
received at a node from all the existing senders around. Hence  ®r(w) = H ¢, (w)
its probability distribution depends on the active node density p
An. We shall establish a probability model to derive its pdf _ - kT
fr(r) as a function of\s. = o ol "+o(Ap) (D)
To obtain fr(7) we develop aoncentric ringmodel shown
in Fig. 2. Consider nod&; surrounded by active senders wit
the density ofAn. Suppose we have infinite non-overlapping
concentric rings centered &;, and the combination of all the B jwp
rings gives us the entire unbounded region. Each ring has a Pp(w) = GXP[—QW\U/E p(1 —e»™ ) dp] (8)

Let p continuously change from to oo, we can then rewrite
gn. (7) in an integral form:

oo



wheree is a small positive number to avoid the singularity 1) On the Robustness PrincipleTo comply with this
at the origin of power attenuation function when sender aminciple, the signal received d, from Sy, must satisfy the
receiver get arbitrarily close. SINR constraint in Eqn. (3). With the pdf of the Aggregate

We can restore the pdf of the Aggregate Interferemce Interferencer, the probability associated with this principle
from its characteristic function in Egn. (8) using tReurier can be represented as

Transform As we expect, it is a function of active node density P
A7 Pre(A, ) = Prob{7 + 6o — Bro < 0} (10)
0
frlr) = i/ooex [—27A /OO (1 —ejZJTP)d — jwr]dw Here §, is the white Gaussian ambient noise measured at
r 21 J_ o P g . P P node Ry, and the one-hop distance, is also a random

(9)  variable whose pdf is given in Egn. (2). The probability can

_ _ o be expressed as a joint function bfandn.
B. Closed Form Solution for Effective Transmission Rate  2) On the Friendliness PrincipleThe situation under this

With the pdf ofr, we are able to establish equations to soninciple is much more complicated than the other one. It

for the Effective Transmission Ratgat each node. We shall requires that each active receiver in the node cloud should be
show thaty can be obtained as a function of node dengity able to tolerate the additional interference introduced by the
transmission ofS,. Let us take the active receivé?; as an

example. Applying the principle is equivalent to re-evaluating

(r) the SINR constraint ak; when the transmission paffy-Ry
R . (d) joins in the node cloud, given the fact that SINR constraint
\\}é.o at R; has been satisfied withoufy-R,. The corresponding
.- S, <R probability can be represented as
d). - (N 3 P P
L (CARN * *
éré)‘ - \Rgz) PFP()\77]3 d’L) - PrOb{ (51 + 7_éon) 2 ﬂ | 61‘ + 7_i(uff) 2 ﬁ} (11)

1 2

Here we use™ to denote the Aggregate Interference received
Fig. 3. The node cloud modeFo-Ro is a transmission pair placed with at 2; when Sy-Ry is present in the node cloud, and Uﬁ‘@
other active nodes in a node cloud. Thein parenthesis is the one-hopto denote the case whe$y-Ry is absent_Tl@”) and 7-2("") are
ﬂlzt%’i‘;;f‘csescf’gﬁf t‘c’)v'gi_the active receifgr The d; on the edge denotes 14 qom variables, just like, whose pdf is given in Eqn. (9).

The following equations reveal the relationship among them.

For illustrative purposes we developnade cloudmodel { "+ (1= = 7 (12)

shown in Fig. 3. Suppos8, and R, are sender and receiver 7 — 70
of an S-R pair with a one-hop distance af. The pair is ] o o o
placed in anode cloudcomposed of other nodes involved in  Note thatin Eqn. (12) we treaf™ and 7, as conditional

active transmissions. Now we are interested in the possibilfjggregate Interference. As aresult, they can be linked together
that So-R, can collaboratively work with other S-R pairs.2S We know the probability thafy- Ry can collaboratively live

Let R, denote thei-th active receiver in the cloud, and with other S-R pairs is the Effective Transmission Rate
is the one-hop distance of the transmission hats involved ~ NOW Ean. (11) becomes

P
az

in. The distance betweef, and the active receiveR; is Po(\,n, dy)
d;. d; complies with some probability distribution such that P P
the occurrences of active receivers are subject to Poisson — Proby{ i >0 i + = B}
distribution with active node densityn. 0y +7+ (1;# 0i + 71— Z?

Now we evaluate the probability thafy-R, can be ac- = 5 P '< (1—n)P

. . .. . rOb{’T +0; — Bre ST g }

commodated in the node cloud with other transmission pairs, _ i i (13)
contingent upon all the SINR constraints in the model. We Prob{r + ¢; — ﬁ% < %f

summarize these constraints in the following two prInCIplesi—|ere we convert the conditional probability based on the fact

« Robustness Principl(RP): It dictates thab,-R, should hat the condition is containable.
be able to endure the interference produced by otherty simplify the representations, we define a new random

transmission pairs in the node cloud. variable:
« Friendliness PrinciplgFP): It dictates tha,-R, should PP S (14)
be cooperative enough not to disrupt the transmission of L Brg
other S-R pairs. Recall that we have assumed no probabilistic dependency

According to the traffic assumptions, the probability assocmong different transmission pairs, afidis the white Gaus-
ated with one principle is independent from the other. We caian noise. Thus it can be inferred that §; and »; are
derive them separately and then determine the joint probabilitydependent from each other. As a result, the pd# afan



be determined through the convolution of the pdf for the three. Thus we have
independent components. Note that with a fair scheduler, the
one-hop distance; has the same probability distribution as H Pee(A, 17, dy)

in Eqn. (2).9; is recognized as a Gaussian random variable
with zero mean and some fixed standard deviation. Combining [Tl@mnpAp + 0o(Ap)) = Pl Ay, p) +

with the pdf ofr in Egn. (9), we have all the individual pdf and P
can accordingly decide the pdf 6f Suppose its pdf is known, (1 =27 npAp +o(Ap)) x 1]
we can then acquire ifobability distribution functior(PDF), = e Xp 2 npAr(=Pe(Xm0)) 4 o(Ap) (18)

denoted byFg(0):
Yo () Again we can rewrite Eqn. (18) in an integral form:

oo

[[P=xn.di) = eXp[—Qﬂn/ p(1 = Pee(A; 1, p)) dp]
; 0

In this way the probability associated with the two principles (29)
above can be simplified with a single probability function With Eqgn. (16) and (19), Eqn. (17) finally reduces to
F@(H):

Fo(0) = Prob{¢ < 6} (15)

oo Fe(_U*Z)P)

1= Fo(0) expl-2nxy | o1~ =1

0 Fo (%)
As can be seen, from Eqgn. (20) we are able to obtain the

closed form solution for the Effective Transmission Rate

Note that nowP:, can be expressed as a joint function)of as a function of node density. As we have pointed out

n andd;. has a significant impact on deciding the spatial reuse through
It is seen that with a fair scheduler that always tendke equivalent saturation throughpit, which reflects the

to maximize the spatial reuse distributively, the Effectivachievable number of simultaneous S-R pairs that can be

Transmission Rat@ can be obtained by solving the equatiorcontained in unit area. Therefore our model is shown to

provide an analytical approach for the spatial reuse evaluation.

)dp] (20)

{ PRP<)\5 77) = F@(O) (16)

Po(Am,di) = Fo(=Y52E)/Fo(4E)

n= PRP(Aa 77) HPFP(Avnvdi) (17) IV. CONCLUSION

In this work, we develop a purely probabilistic model
where the multiplication reflects the joint condition from eacto evaluate the spatial reuse of generic, distributed MAC
active receiver?; in the Friendliness Principle. Eqn. (17) carprotocols. It investigates the spatial reuse in a static multi-hop
be interpreted by the fact that a normal scheduler always terg@gwork under saturated traffic conditions, where simultaneous
to pump more S-R pairs into the network as long as it is abR pairs are tightly packed inside a given region. We assume
to collaboratively live with other existing pairs. In the nodgandom traffic pattern and MAC protocols regulate the traffic
cloud model, the feasibility of accommodating a new S-R paiia a fair scheduler. We define the spatial reuse metric in terms
is captured by the probability associated with the RobustnesfsEquivalent Saturation Throughput, as a function of Effective
and Friendliness principles. Therefore, from a probabilistitransmission Rate. To obtain the closed form solutions, we
perspective, a potential sender transmits its packet with tbénsider the probability distribution of the aggregate interfer-
probability governed by the two principles, which is revealegdnce of a node, produced by the transmission power from other
in Egn. (17). active senders in its vicinity. We then use SINR constraints

In order to obtain the closed form solution fgr we need to establish equations to solve for the Effective Transmission
to evaluate the product in Egn. (17). For each active receivRate. The analysis shows that our framework gives tighter and
R;, d; is independent and identically distributed (i.i.d.), sonore realistic bounds on the achievable saturation throughput
again we can employ the concentric ring integral in Section I16f the network.
A to calculate this product. Consider nodg surrounded by
active receivers with the density af;. The entire unbounded
region can be partitioned into infinite non-overlapping con{l] O. Dousse and Patrick Thiran, “Connectivity vs Capacity in Dense Ad
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