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Abstract— This paper considers the performance of the polling packet delay distribution and packet blocking rates at each
based service classes of IEEE 802.16 based broadband wireles§S as a function of various systems parameters. Our models
access networks and develops queueing models to evaluate theircan be used for determining optimal frame lengths and other

delay distributions and loss rates. Both single and multiple carrier . - .
OFDMA operations are considered and models are proposed system settings, number of supportable connections foremgi

for two polling strategies. The models can be used to provide delay constraint, and admission control.
probabilistic service guarantees and explore the impact of various ~ The rest of the paper is organized as follows. Section I

system parameters on the performance, thereby aiding in system presents the queueing model for the case where the SSs are

design. The models are verified using simulations. polled at the end of the uplink subframe and Section III
Index Terms—Wireless broadband access, MAC protocol, considers polling at the beginning of the uplink subframe.
IEEE 802.16 Section IV extends the analysis to the IEEE 802.16 OFDMA
PHY. Finally, Section V presents the simulation results and

I. INTRODUCTION Section VI concludes the paper.

The IEEE 802.16 standard for point to multipoint broadband
wireless access is an emerging technology for ubiquitous Il. DELAY ANALYSIS: POLLING AT END OF UPLINK
broadband wireless access supporting fixed, nomadic,iperta SUBFRAME

and fully mobile operations offering integrated voice,@dd  \we consider a single BS serving SSs through a
and data services. The IEEE 802.16e standard supports fjg\a/TDD, single carrier air-interface. Each frame is di-
scheduling service classes for quality of service (Unéelic ;jeq into uplink and downlink subframes, as per the IEEE
Grant Service (UGS), real-time, non-real-time and extendegny 16 standards. The standard however does not specify any
real-time Polling Service (itPS, nrtPS and ertPS) and Begiheduling algorithm and leaves it to be vendor specific. We
Effort (BE)) and includes a request-grant mechanism fassyme that a single packet is transmitted by a SS in a frame
uplink transmissions from a Subscriber Station (SS) to #SeB if it made a bandwidth request in the previous frame.
Station (BS). This section considers the following polling scheme: nodes
While existing literature has evaluated many aspects gfe nolled sequentially at the end of every uplink subframe.
IEEE 802.16, analytic models for polled services classes afne packet interarrival times at a SS are assumed to ditdbu
largely absent. Simulation studies to evaluate the peidona according to a Markov modulated Poisson process (MMPP)
of various service classes are presented in [1], [2]. Thargin \ith an arbitrary number of states, An MMPP based arrival
exponential backoff and random access mechanism of IEBE,cess is used in this paper because of their versatility in
802.16 are modeled in [3], [4]. Delay bounds for orthogmoqeling traffic types such as voice, video as well as long
onal_ frequency division multiple access with time d|V|S|0|?ange dependent traffic [8], [9]. The MMPP is characterized
multiple access (OFDMA-TDMA) and OFDMA systems fory,y, the transition rate matriR and the diagonal rate matrix
some specific burstiness control schemes are developedl in [P that contains the arrival rates at each state:
Connection-level characteristics of IEEE 802.16 undet cal

admission control and bandwidth allocation schemes pexpos o1 o1zttt O

by the authors are presented in [6], [7]. R_ | 7 T2 o 1)
Unlike existing literature, this paper focuses on deveigpi : : :

gueueing models specific to the case of polling based service Ol Opy e —Oy

classes in IEEE 802.16. This MAC layer delay is an important

factor in the overall performance and capacity utilizatibithe A0 0

system and accurate characterization of this delay iscatiti 0 A -+ 0

to meeting performance goals of delay-sensitive appboati A= : oo @)

This paper analyzes different polling schemes and presents 0 0 ... )\'r

comparative results based on both our analysis as well as - _
simulations. The analytical models derive expressiongtfer The steady state probability vectqr of the Markov chain
satisfiesgR = 0 and ge = 1 wheree is a unit vector. The
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and downlink subframes by, andTp, respectively. The  For case C2, the packet first has to wait till the current
total frame duration is denoted Wg. The time taken to poll frame is over Ts — t). The SS makes a bandwidth request
a single station is denoted By and time taken to transmit ain the next frame and is allocated a transmission slot in the
packet byL. Each SS has a finite buffer that holAspackets. subsequent frame. The PDF ©o§iven that it arrived after SS
Consider a tagged packet arriving at 89 < i < n. At 4 was polled, i.e., it arrived after the fir§i, — (n—i+1)Tp
the instant of its arrival, the queue at the SS may be in oseconds of the frame is
of two statesd. SO: The queue is f—:-mpty (an arbitrary arrival _ Plt<7,t>T,—(n—i+1)Tp]
sees an empty queue with probability- p). 2. S1: The queue P[t<7|t>T,—(n—i+1)Tp] = ;
. . o Plt>Ts— (n—i+1)Tp
is non-empty (with probability). )
=T+ (n—i+1)Tp ©)
N (n—i+1)Tp

A. Arrival at an Empty Queue: Sate O S
] ) which is distributed a&/[T's — (n—i+1)Tp, Ts]. If a random
We consider two subcases: arrival before (case C1) and afigfiaple v has the distributiori[a, 5], thenb— Y has the

(case C2) S$ has been polled in the current frame. CO”SidQﬁstributionU[O, b—a]. ThusTs—t is distributed ag/|0, (n—

case C1. Sincg thg SS has not been.p.olled yet, a reserva;lgq)TP]_ Again, the number of SSs before $3hat send
can be made in this frame for transmitting the tagged packglis in the frame in which the tagged packet is transmitted is
in the next frame. _For arbitrary arrivals independent (_)f_ ﬂﬁnomially distributed with parametetB[i — 1, p|. The LST
departure process in a slotted departure system, an aisivahs ihe service time in this cas&; so.c2, is then
equally likely to occur anywhere in a slot [10]. In our case, o
given that an arrival occurs in a frame, the arrival instange, Hx, o co(s) = LST[U[0,(n — i+ 1)Tp] + Ts + Tpr+
relative to the start of the frame is thus uniformly distributed Bli—1,p]L + I] @)
in [0,7%]. SSi is polled (n—i+1)Tp seconds before the frame 1 _ g=sn—it)Tp (1 _ Calnio1
ends. The time the SS waits before it sends the bandwidth _ € (—p+pe™™") 8)
request is thu§,—(n—i+1)Tp—t. The probability distribution s(n—i+1)Tp  esTstTortl)
function (PDF) oft given that the arrival occurred before S§yow, the probabilities of cases C1 and C2 are given by
i was polled in the frame is p[C1] = Ts—(n;ﬂrl)Tp and P[C2] = (n—i;rl)Tp, respec-
Plt<7,t<T,—(n—i+1)Tplvely. The LST of the service time in state SSE,»,SO, is then

Pt <T, — (n—it1)Tp] 9Vven by

T

= T, — (n—i—|—1)Tp (3)HX1,50(8) = P[Cl]HXi,so,c1 (S) + P[C2]Hxi,so,cz(8)

Pt<t |t<Ts—(n—i+1)Tp] =

(1_p+pe—sL)i—l 1_6—5(TS—(77,—1'+1)TP)
which is an uniform distributionU[0, 75 — (n — i + 1)Tp]. = sTges(ToL+L) { es(n—i+1)T, +
If a random variableY” is uniformly distributed in the range 1—e—sn—i+1)Tp
0 to a, thena — Y is also uniformly distributed in the range ST} 9
0 to a. Thus the PDF off, — (n — i + 1)Tp — ¢ is also e

Ul0,Ts — (n — i + 1)Tp]. Following the bandwidth request,
(n—i+1)Tp seconds pass before the current frame ends. IB. Arrival at a Non-Empty Queue: Sate Sl
of thei—1 SSs that were polled before $&lso transmit data
in the next frame, SS$ has to wait an additiondl’py + jL
seconds in the next frame before it is served. Since an %

has a non-empty queue with probabiljythe probability that . .
there argj SSs who send packets is binomially distributed witH]e queue. A banc.iW|d_th request is sent for the tagged packet
parameters3[i — 1, g]. Here we have made the approximatior'1n the frame in which it comes to the head of the line (HOL)

’ nd the tagged packet is transmitted in the next frame jLet

that all SSs with non-empty queues had bandwidth reserved 2? thei—1 SSs before S$ also transmit in the frame where

them in the previous frame. This assumption is fairly admragle tagged packet comes to the HOL and starts its seryiise (

Let the number of packet seen by a tagged arrival at a non-
glpty queue b&Vyq. The service time of the tagged packet
egins when the last of th&/x¢ enqueued packets departs

as the load increases and as our results show in Section V, has > S . .
inomially distributed with paramete8[i — 1, p]). Then the

time remaining in this frame when the tagged packet stasts it
service isT's—Tpr—jL—L. In the next frame, ifi’ of the:—1
Hyx, o cr(s) = LST[U[0,Ts — (n—i+1)Tp] + (n—i+1)Tp SSs also transmit a packet, $$as to wait forTp,, + j'L
o . seconds before it begins its service. The total service time
+Tpr + Bli — 1,p]L + L] 4) .- : - y
) ) this case isX; 51 = Ts—1Tpr, —jL—L+Tpr,+j L+ L =
1_€7S(Tg7(7172+1)TP) (1 _ p+pe*SL)l*1 . . gt . . . . P
— : : (5 Ts—jL+7'L. Since bothj and ;' are binomially distributed
s(Ts—(n—i+1)Tp) es(n=iDTr+Tor+ b7 iy harametersBli — 1, p), the LST of the service time for

where the first term in the equation above is the LST &fis case is

Ul0,Ts — (n — i + 1)Tp], the second term is the LST of the _ : .
constantsn —i + 1)Tp + Tpr, + L and the third term is the Hx,5.(s) = LS-I;[TS ~ Bl _Ll’_p}lL +Bli-1, g]jf] (10)
LST of BJi — 1, | L. = e T (1—ptpest) T H(1—ptpe ) 7(11)

very little effect at low loads. The Laplace-Stieltjes Tséorm
(LST) of the service time in this cas&; so.c1, IS




C. Overall Service Time, Delay Distribution and Loss Rates ~ whereG;(s) = 7(0)[I — UHx,(s)] — Hﬁ(i(s)n(j), T;(s) =
Combining the service times for cases SO and S1, the L&fs)[—AF(s)” andF(s) = [sI+ R — A]~". Moments of the
of the service time of an arbitrary arrival at $SX;, is given Packet waiting time can be easily obtained from Eqn. (17).

by
Hx,(s) = (1= p)Hx, 5(8) + pHx, 5,(s)  (12)  |II. DELAY ANALYSIS: POLLING AT THE START OF THE

whereHx, ., (s) andHx, , (s) are given in Egn. (9) and Eqn. UPLINK SUBFRAME

(11) respectively. The average service time is denote®by In this section we analyze the case where stations are polled

and given by at the start of the uplink subframe. The analysis followsiglo
d the same lines as in Section Il and the details have been
0 = —gHXI-,m(S) omitted. The same definitions as in Section Il are used for
5=0 the two states SO and S1 and their subcases C1 and C2.

Ts . .
= (1“’)7 +(1=p)[(n—i+1)T}, + Tpr + (i—1)pL + L] A Arrival at an Empty Queue: Sate S0: With SSs polled at

To obtain the distribution of the packet delays and Iosssratéhe beginning of ’the uplink_subframg, the time from thg start
the queue at each SS is modeled as a MMPP/G/1/K queQIe‘ﬁ frame tll SSi is pollled 'STDL,JF(Z__DTP and the arrival
whose service time distribution is given by Eqn. (12). We uéBStamt thus has the l.Jmfo.rm dlstrlbutldni[q, TDLJF(’__UTP]'
the analysis for the MMPP/G/1/K queue from [11] and list thc-arhe t|r_ne_from the arrival till the pOWDLHZ_l).TP_t' IS thqs
equations below for completeness. _also distributed ay[o,-TDL‘F(Z*-l)TP] and the time remaining

Consider the imbedded Markov chain consisting of the sdp the frame aft_er SBis polleq 'STS_,TDL,_(Z_”TP.' In case
vice completion instants at the queue. Let) (respectively, C1, the.bandW|dt.h request is sent in this frame itself and the
p(k)) be the r—dimensional vector whosg—th element is packet is transmitted in the next frame. The numperf the

the limiting probability at the imbedded epochs (at an zabjt 1 — 1 SSs that also transmit a packet before S8 the next

time instant) of having: packets in the queue and being in th&fame is binomially distributed with parametef$li — 1, ],
phasej of the MMPP,k =0,1,--- ,K—-1(k=0,1,--- , K). Lesultlng ina dela}:jOTﬁL +nT, +hyL seqond; in _thehframe
Consider the matrix sequené¢€;.} defined as efore SS is served. The LST of the service time in this case,
X s0,c1, IS given by
k

Ck+1 = Ck - UAk - Z CuAk—V+1 Aal (13) HX{.SO,CI (S) = LST [U[O,TDL =+ (Z — I)TP] + T+

v=1 (n—i+1)Tp+B[i —1,p|L+L] (18)
for k = 1,2,--- K —2 with Co=10C; = (I — Uz&()).Aa1 1— e_S(TDL‘i‘(i_l)TP) (1 —p+ pe_SL)i/_l
andI being ar x r identity matrix. The(k,!)—th element of = s(Tpr + (i — 1)Tp) es(Ts+(n—i+1)TP+]L?)

the matrix A, denotes the conditional probability of reaching . . S
phasel and havingl/ arrivals at the end of a service time,FOHOWIng along the S'am(.-:‘ ||neS, the LST of the service time
starting from phasé. The matricesA, can be easily calcu- for case C2.X; so,c2, is given by
lated using an iterative procedure [12]. The probabilitgtees .

¢ P [12]. The probabiligtoes - py  .(s) = LSTIU[0,Ts — Tpy, — (i — DTp}+

(k) can then be calculated using
. Ts+Tpr +nTp+ Bli— 1,p]L+ L] (20)
1 176*S(TS*TDL*(Z.*1)TP) (1 o+ est)ifl
C,+(I-U)AI-A+eq) | =q (14 - PTPE oy
i Ts+T. Tp¥L)’
=0 S(Ts—TDL—(Z—l)Tp) es(Ts+Tpr+nTp

andn(k) = m(0)Cy, k = 1,2,--- , K — 1. The vectorp(k)  The probabilities of the cases C1 and C2 are give®fy1] =
are then obtained using0) = ¢7(0)(A — R)~'©~! and Tort(-UTe ang plcg] = Ls=ToL—(=DTe “rospectively,
S

T,
Combining cases C1 and C2, the LST of the service time,

m(0)

k—1
pk) =& |m(k)+ Y a()U (U -T)| (A-R)"'©~" Xis0, is given by
v=0 (15) (1= ptpesL)i1 [1— e s(Tort(i=1)Tr)
fork=1,2,--- ,K—1andp(K) =¢q— Zf:_llp(z/) where Hx, 50(s) = sTges(Ts+nTp+L) { e—s(i—1)T, +
¢ = [1 +70)(A — R)"t©Le]~L. The packet blocking 1—e—s(Ts—TpL—(i~1)Tp)
probability is given by —Tor } (22)
K—-1
P=1- Z p(v) (16) B. Arrival at a Non-Empty Queue: Sate Sl: In this case, the
v=0 service time of the tagged packet begins when the last of the
Finally, the LST of the cumulative distribution function tife enqueued packets seen by the tagged packet on arrivaltslepar
packet waiting timeJ¥V (s) is given by the queue. Lej andy’ of thei—1 SSs before S$also transmit

o1 in the frame where the tagged packet starts its service and th
1 - —1- t frame, respectively. The total service time in thiseciass
%% _ 0)+ () 1 Gu HK 1—v T, . nex y P y.
() = 75, [PO)+¢ D Gu(DHE () Tr1-u(s) Xis1 = Ts —Tpy—nTp—jL—L+Tpp+nTp +j' L+L =
(17) "Ts—jL+74'L. Since bothj andj’ are binomially distributed

v=1



with parametersB[i — 1, p|, the LST of the service time for 025

this case is —o— Simulation: K=50
—+— Analysis: K=50
T Iniel il — % — Simulation: K=30
_ —sTs(1_ sLyi— _ —sLyi— Ll —A— Analysis: K=30
Hx, g (s) =e 5 (1=ptpe’™)™ (1=p+pe*")"" (23) 02f] ~A- Anabsisi k=30
—O— Analysis: K=10

C. Overall Service Time, Delay Distribution and Loss Rates:
Combining cases SO and S1, the LST of the service tim
of an arbitrary arrival at S$ X, is given byHx, (s) = (1 —
p)HXi,SO (S)+pHXi,Sl (s) WherEHXi,so(S) andHXi,s1 (s) are
given in Egn. (22) and Eqn. (23) respectively. The distitut
for the waiting time and the expected blocking rates can thel  oos} /1 oo
be evaluated using Eqns. (17) and (16) and the methodoloc @@,QW'
of Section II-C.

0.15f

0.1f

Average Delay (sec)

0 0.2 014 016 0.8 i l‘.2 1‘.4
Normalized Load
IV. M ULTICHANNEL SCENARIO
Fig. 1. Polling at end of uplink subframe: Average delay= 5, i = 3.

This section extends the analysis to IEEE 802.16 operation
over an OFDMA PHY. The OFDMA PHY is modeled as a
set of m orthogonal groups of subchannels (each consistiggmilarly, the LST of the service time for case C¥; 50.02,
of multiple subcarriers) in the frequency domain. A SS ig given by
assigned one such group when it wants to transmit data and at
most one packet is served from a SS in one frame. For b
polling scenarios, the analysis closely follows the sttt — **9%:¢2 (s)
developed in previous sections and we only consider polling n Bli ]
at the start of the uplink subframe for illustrative purpmse Tpr + [%W Tp + {mJL + L} 27)
The main difference is that: SSs may transmit at the same

i1
LST {U [O,TS—TDL— VJ Tp} T T+
m

1 == (s Toi LT Fp o)

time in the multichannel scenario. Thus the time before SS = S (‘FQ)

i is polled relative to the start of polling is=1|Tp and if s(Is—Tpr— |5 | Tp)esTsHTortlnlTe

j SSs transmit their data before $3SSSi has to wait for

| L | seconds before it transmits its own packet. The rest pe ﬁ[(’b?f'““es of cases C1 aTnd CL2 aj‘; givenitig'l] =

the analysis stays the same and the details are thus onutteo”M and P[C2] = # respectively.

avoid repetition. Comblnlng cases C1 and C2, the LST of the service time,
. . . .. Xiso0,is given by

A. Arrival at an Empty Queue: Sate S0: The time till SSi is '

polled in the frame ip,+ |2 |Tp. In case C1, the arrival Hyp(s) | o s(Toot 22 |Tp)

time ¢ is then distributed a&'[0, Tp.+| == | Tp]. The remain- Hy, . (s) = (TBf( w1 Tp+L) l e +

ing time in the frame after S&is polled |sTS—TDL—[Z =L Tp. sTges s imTr emsl5 1T

In the next frame, S$ has to waitTpr +[2|Tp + [ L ]L 1—e—s(Ts—Tpr—| 2] Tp)

seconds wherg is binomially distributed with parameters o ToL 1 (29)

Bli—1, p]. The LST of the distribution of the random variable
|| L is given by .
B. Arrival at a Non-Empty Queue: Sate Sl: Let 5 andj’ of the

= i—1 SSs before SBalso transmit in the frame where the tagged
Hpp(s) =1 (n—m+1,m)+ [~ ,(n—jm+1, jm) packet starts its service and the next frame, respectiVélky.
= total service time in this case &, g1 = Ts—Tpr— (W]Tp—

. —jsL L|L—L+T 2T LIL+L =T L L.
Thopn=(HlmA L, (G +1)m)] 24) %ﬁé LST Z;f @ézg?dcept:rngén#orthis ca:e émJ ol
where I, _,(a,b) is the incomplete regularized beta function
defined asl,(a,b) = W The LST of the
service time, X; so.c1, is then given by

Hx, o (s) = e " Hgp(s)Hpr(—s) (30)

C. Overall Service Time, Delay Distribution and Loss Rates:

Combining cases SO and S1, the LST of the service time
Hx; 50.01(5) = LST U0, Tpi+|— m Tp|+Ts— of an arbitrary arrival at S$, X, is given byHy, (s) = (1 —
i— B[i } )HXL 50 (8 )+pHX s1( )WhereHX so( )andHX 51( )are
{ JTP +[ —‘TP + {J L+L%5) given in Eqn. (22) and Eqn. (23) respectively. The distiiut

I7e) for the waiting time and the expected blocking rates can then
P Hpp(s)  be evaluated using Eqns. (17) and (16) and the methodology
s(Tpr+| =L | Tp)e—s(Ts— L‘WSJTPH"]TP of Section II-C.

m

i—1

1 _ e—S(TDL—‘rL




Packet Drop Rate
Normalized Load K =10 K =30 K =50
Simulation | Analysis | Simulation [ Analysis | Simulation | Analysis
0.911 0.031 0.037 0.003 0.007 0.001 0.002
0.993 0.061 0.057 0.024 0.023 0.014 0.014
1.092 0.111 0.104 0.086 0.081 0.084 0.079

TABLE |
PACKET BLOCKING RATES FOR BUFFER SIZES OR0, 30AND 50 FOR POLLING AT THE END OF THE UPLINK SUBFRAME

0.08 T T
0.07 || —©— Poll at Beginning: K=30
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Fig. 2. Polling at end of uplink subframe: Second moment of delay 5, Fig. 4. Comparison with piggybacked operation: Average yeta= 5,
i =3. i=3.
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Fig. 3.  Polling at beginning of uplink subframe: Average gigla = 5,  Fig. 5. Multichannel operation with polling at beginninguglink subframe:
i = 3. Average delayn = 10, 1 = 7.

V. SIMULATION RESULTS time: 72us (102.9:s), useful symbol time: 64s (91.4:s) and

This section verifies the accuracy of our models by cont9 (48) symbols in the frame. Both scenarios used 16QAM
paring them against simulations. The simulations weredexhrr 3/4 (quadrature amplitude) modulation. The simulations us
out using aNS-2 based IEEE 802.16 module developed bg 2-state MMPP with transition rates of, = 3.15 and
the WIMAX Forum. All results used the parametef& = o021 = 1.94 and the ratio\; = 1.6\, for the arrival process
5ms, Tpr, = 3.756ms, Tyt 1.25ms and Tp 72us.  [8].

The single (respectively, multi) channel operation had the Polling at End of Uplink Subframe: Figs. 1 and 2 demon-
following parameters: channel bandwidth: 3.5MHz (10MHz)trate the closeness in the simulation and analytic refuits
Fast Fourier Transform (FFT) size: 256 (1024), oversamgplinthe first and second moment of the packet delay when SSs are
8/7 (28/25), uplink data rate: 1.958Mbps (4.032Mbps), syimbpolled at the end of the uplink subframe, for different buffe



sizes. The corresponding packet blocking rates are shown [g]
Table I. The slight difference in the analytic and simulatio
results for the delay for moderate loads is because our mod[@j
approximates the probability that a SS has a non-empty queue
and bandwidth was reserved in the previous frameppthe
probability that the queue is empty.

Polling at Beginning of Uplink Subframe: Fig. 3 shows the [11]
close match between the average packet delay for various
buffer sizes when SSs are polled at the beginning of tk[@]
uplink subframe. Results for the delay’s second moment and
the blocking rates show similar trends and accuracy as those
for polling at the end of the uplink subframe, and have been
omitted due to constraints on the number of figures and tables

Piggybacked Bandwidth Requests: With piggybacked oper-
ation, a SS may send bandwidth requests embedded in any
data packet they transmit. An arrival is more likely to miss
the poll in the frame of its arrival and thus have a longer wait
if SSs are polled at the start of the uplink subframe. Polling
at the end maximizes the likelihood of an arrival reserving
bandwidth in the frame in which it arrives. Our models thus
form upper and lower bounds on the delay for piggybacked
operation, as verified in Fig. 4.

Multichannel Scenario: The comparisons between simu-
lation and analysis for the multichannel OFDMA operation
are presented in Fig. 5. A 10MHz channel was used. It was
assumed that, =5 groups of subchannels were available for
polled SSs and again the simulation and analytic resultshmat
closely.

(10]

VI. CONCLUSIONS

This paper presented queueing models to evaluate the per-
formance of polling based operation of IEEE 802.16 networks
in terms of the packet delays. We considered both singlécarr
as well as OFDMA based PHY layers under different polling
strategies. Expressions for the delay distribution andcketac
blocking rates were obtained and the models were verified
using simulations.
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