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Abstract—In this paper we propose a distributed mobility this paper are: (a) We present a cross-layer design to achiev
transparent broadcast (DMTB) protocol to achieve efficient anl  effective and efficient broadcast in vehicular network$;Tihe
effectlye _broadcast in _vehlcle to \{ehlcle networks._'_l’he protocab protocol’s performance does not degrade as node mobility
fully distributed and highly adaptive to node mobility. Although . . . .
distributed, DMTB does not suffer from the performance degra- Incréases, (C)_ The proposed protocol .ach.|eves faimess by
dation induced by the unavailability of global information. The ~randomly rotating the set of relay nodes in different breestic
protocol's performance is proved to be within a constant of the events; (d) The protocol's performance ratio (the number
optimum. Detailed analysis regarding the protocol’s performance of relay nodes comparing to that of the optimal broadcast
IS Freslentec_i.t'_rhe .ts'm“wf‘t'on results dclearl]r_lyh Ve”éy thaé_l_tthe scheme) is proved to be less than 8; (e) Detailed analysis
profocol maintains s periormance under high node mobiity. regarding the broadcast interference is presented; artief)

capacity cost of the protocol is evaluated.
The rest of this paper is organized as follows. The next
|. INTRODUCTION section presents the related work and Section Il introgduce

Numerous efforts are currently under progress to enhar%gg proposed protocol, along with its assumptions and gfoun

the safety and efficiency of vehicular traffic by means \?/ork; Section IV presen ts an analysis (.)f the proposed pro-
%ocols performance ratio, time complexity, interferereed

mte_lllgent transportation systems._A number of these_ 'app?ther performance related analysis. Section V evaluates th
cations are dependent on the ability of nodes to eff|C|entCy

broadcast data that they generate and also to forward iargort ost of the protpcol in terms of its netwo'rk cap.acny require
: . . : ments. In Section VI we present the simulation results to
information from other vehicles. In this paper we propose a

new, distributed broadcast protocol for relaying inforimatin evaluate the proposed prot_ocols performance and in Sectio
: : VIl we present the concluding remarks.
vehicle to vehicle networks.

Unlike other types of wireless networks, energy is usually Il. RELATED WORK

not a constraint in vehicle to vehicle networks due to the : :
In recent years design of broadcast schemes for vehicular

availability of on board power. Instead, node mob_|I|ty Fm.seqetworks has attracted considerable attention. A floodasgd
the greatest challenge for broadcast schemes in veh|cubar

networks. It precludes the broadcast protocols that arelhig roadca;t protocol for_ inter vehicle communication u3|hgrs_
- ackets is proposed in [16]. Though not suitable for vehicu-
dependent on the availability and accuracy of the netwoFk

. . . : . ar networks, various broadcast schemes based on improved
topology information at any instant. While dynamic prot(n:ol1E oding have been proposed in literature for wireless ad
perform better than static protocols in the presence of noé% 9 prop . .

oc networks. Ideally only nodes in the Minimum Connected

mobility, their broadcast efficiency is usually quite lowedu S
to the lack of global view of the network. Additionally, manyDommatmg Set (MCDS) should be elected as relay nodes, and

existing broadcast protocols can causeadcast stormslue identifying the MCDS s known to be NP-hard [5]

to the large amount of message relays [10]. In tun, severeA probabilistic broadcast scheme for transmitting emer-

channel interferenceesults from the broadcast storm due tgency warning packets is proposed in [1] to reduce the broad-

o . cast storm problem. However, how to calculate the rebrastdca
the large number of re-transmissions and the contentioadbas T . :
channel access schemes. probability in different scenarios has not been determired

The problem of interest in this paper fiow to efficiently protocol that combines directional and intersection becaatis

broadcast in ad-hoc networks with high mobilifjo address sr%?(gzec%;]n[]%]ﬁi-cl;—gt(iaorszt-)biﬁ% igrfz?dﬁiﬁtrzctﬁgqizg&'gt
this issue, we present a “distributed mobility transpare e brop ' q

N . . 0 maintain the list of its neighbors at all times and send the
broadcast (DMTB)" protocol that is not only efficient anoElata only to a set of these neighbors. Both these protocols

effective, but also highly adaptive to node mobility. By ffer f he broad bl
“mobility transparent” we mean that node mobility does not- er from the broadcast storm pro em. .
A hexagon-based broadcast protocol is proposed in [11].

r he pr I rformance. The k ntributi o . .
degrade the protocol's performance. The key contributiams However, the algorithm’s performance is prone to detetiona
H. Yang is with Inter Research Labs, Shanghai, China. due to the “hexagon skewness” problem [11] and the situation
F. Ye is with is Cisco Systems, San Jose, CA 95134, USA. becomes worse if nodes become mobile. In [8] it is shown that
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A thorough survey and comparison of a number of broadcast
protocols designed for mobile ad hoc networks is presented
in [18]. The compared protocols include “simple flooding”,
“counter-based” [10], “SBA" [12], “location-based” [104nd
“AHBP and its mobile extension” [13] and it is shown that
among protocols that can achieve near 100% delivery ratio,
SBA has good performance in mobile scenarios with relativel
small overhead. Thus, in Section VI we evaluate the proposed
protocol against SBA to show its relative performance.

Although the MAC layer interference is one of the biggest
issues for broadcast in ad-hoc networks, all broadcasnsesie
mentioned previously are designed without considering the
MAC layer interference.

I11. ADISTRIBUTED MOBILITY TRANSPARENT Fig. 1. DMTB's broadcast reference constellation
BROADCASTPROTOCOL
A. Background and Assumptions Msg| seq | X Ys |© | T OATA
- TY | num |16 bits) | (16 bits) (8 bits)(8 bits

In order to overcome the network mobility and performance - =
degradation induced by unavailability of global infornoet; a) The broadcast message generated by the source node
DMTB employs an imaginary constellation as the reference to -

pioy ginary Msg|sed | X | Y5 | X/ yP e |’

locate the relay nodes. The constellation, as shown by the da | v | num | bits) (16 nits) 16 bits) | (16 bits) @ bits| bits) 2T
solid lines in Fig. 1, spans th i T
. 9. L Sp e whole network and is anchored b) The broadcast message that nodEceives from node
in each broadcast event, by the source node. In the ideg| cas _

nodes located exactly at the vertices act as the relay nodbs a |Msg | seq | X | Vs | X’ yWwoje|r DATA

all others as non-relay nodes. The two theorems below peovid |TY |MUM [A6bl9)[a6 bits) 16 bits) | GGbits) EbRsYE L)
the theoretical foundation for the constellation struetuf not c) The broadcast message sent out by fmode
stated otherwise, the words “triangle”, “square” and “hg@’
are used to refer to the corresponding equilateral polygonsFig. 2. Message formats in the proposed broadcast protocol.
Theorem 3.1:If overlapping and gaps are not allowed and
only one type of polygon is used, a plane can only be tiled
by triangle, square or hexagon. This is called the Planagili function (no RTS/CTS or ACK as used by the virtual carrier
Theorem. sensing). We assume that nodes are aware of their geographic
Proof of this theorem is presented in the Appendix A. location. Significantly, no neighborhood information is- re
Theorem 3.2:0Overlapping with hexagon tiling is the leastquired.
among the three polygon tiling methods (hexagon tiling,
triangle tiling or square tiling). o
Thisgcan begprove?d by using)a method similar to that used l?h Protocol Description
[8]. DMTB solves two problems for the constellation based
From theorems above it can be seen that hexagon tilihgpadcast protocolHow to construct and maintain the con-
has the highest broadcast efficiency, as also indicated]in [8tellation with little overheadand how to find a relay node
In Section IV we analytically address the broadcast effijenfor each benchmark positiohe first problem is addressed
issue. collaboratively by the source node and all other nodes,avhil
The ideal scenario described above is impractical to realithe second problem is addressed locally in the neighborhood
since in most vehicular network scenarios, it is difficulesen of each benchmark position.
impossible to find a node that is located exactly at the requir 1) The Imaginary Constellation and the Benchmark Posi-
position. Also the construction and maintenance of the tebns tion Association FunctionThe imaginary constellation can be
lation may introduce significant overhead. These obsamati specified by its origincell radius » and orientatiord. Each
motivate our design of an “imaginary constellation” basedime a source node broadcasts a message, it formulates the
fully distributed broadcast protocol and we describe itétaill broadcast message in the format shown in Fig. 2(a). The mes-
in the following sections. The vertices shown in Fig. 1 wilsage supplies important information to anchor the refexrenc
be referred to as thbenchmark positionsand the distance constellation: the constellation’s origifxs, y,), cell radiusr
between two neighboring vertices as thell radius The and orientationd (randomly generated within the range of
constellation in Fig. 1 has another advantage that each pdin %w]). The M sgTY andsegnum fields denote the message
in the network is covered by the transmissions from motgpe and sequence number, respectively. This informason i
that one relay node. This provides certain resilience againough to fix the reference constellation that spans theevhol
message losses due to link failure or interference. network, which means all benchmark positions are impjicitl
DMTB is based on IEEE 802.11's MAC layer broadcadixed. The random choice fdt ensures that even for different
function in ad-hoc mode, with only physical carrier sensingroadcasts from the same source, the chosen relay nodes are
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order to counteract the side effect introduced by the redbti
big gap between the relay nodes’ actual position and their
corresponding benchmark position, the cell radiusan be
" e (ifva) set smaller than the node’s normal transmission range. The
g (z;,’,/y,-) protocol automatically terminates when the broadcast aggss
/’"’ reaches the boundary of the network area since the benchmark
positions are out of all nodes’ transmission range.
2) Relay Node ElectionThe primary purpose of the “relay
9*% node election” function is to elect a relay node from all dand
dates that are identified by the previous function component
The elected relay node forwards the message to all nodes in
its transmission range, while all other candidates simpbpd
the message. Once it identifies itself as a relay node camdlida
node: starts a deferring timer with the initial valig as:

T; = F(d:) )

where F() can be any increasing function ani] is the
different, thereby distributing the broadcast load andeashg distance from node to its associated benchmark position.
fairness. Function F() should be chosen such that the maximum
Upon reception of a broadcast message for the first tim#iowable value off; is much smaller than the time associated
(duplicate messages are discarded), a node identifiesnichbe with network dynamics in order to minimize the likelihood
mark positionp and prepares the broadcast message accordofga node crossing Voronoi cell boundaries while the timer
to p's information. Fig. 1 gives a constellation example witllecrements. Nodeé sends out the broadcast message only
all vertices as the benchmark positions. The gray dashed linvhen following conditions are true:
form a Voronoi tessellation and each Voronoi cell contains 0 1) i does not hear any other candidates relaying the same
of the benchmark positions at the cell's center. The prgpert message before its timer expires;
of Voronoi tessellation guarantees that an arbitrary nade i 2) As can be seen in Fig. 1, each relay node has three neigh-
a Voronoi cell is closer to the benchmark position that is bor nodes that are also relay nodeselays the message
located in the same Voronoi cell than any other benchmark only when it does not hear all of its 3 neighbor relay
position. All nodes within a Voronoi cell will mark themsely nodes relay the same message for their corresponding
as the relay candidates for the benchmark position in thesam  benchmark positions.
Voronoi cell. The details of finding the benchmark positioRather than explicitly designating any node to relay the-mes
is shown in Fig. 3 where suppose a broadcast messagedge, DMTB counteracts the topology changes by letting the
generated from the source node, with the constellationirorignost suitable nodes elect themselves to relay the messhige. T
located at(x,,ys). The broadcast message is shown in Figffectively increases the protocol's robustness andieesi
2(a). Node: first receives this broadcast message from itgjainst node mobility or failure.
neighbor nodej, with the message content shown in Fig. 3) Benchmark Position of an Arbitrary node during a
2(b). Given node’s location (z;,y;), the received broadcastbroadcast: In the example shown in Fig. 3, to calculate node
message Wwill trigger nodéto calculate its nearest benchmark’s corresponding benchmark positiar’, 4?’), we need to find
position(z?, ), which equalgz 4,y4) in Fig. 3. Please refer out the Voronoi cell in which (z;, ;) resides in. We see that
to Section 11I-B3 for details on calculating:?, ?) based on Voronoi cells are equilateral triangles with side length,Gfr,
the source node’s position, the imaginary constellati@e® wherer is the radius of the hexagon. For any node inside a cell,
radius r and orientatiorg. its benchmark position should be the center of the triangle.
Once the nearest benchmark positiotf, y?) is located, We place our Voronoi tessellation in affine coordinates with
node i first checks whether the message sequence numbblique axes in the orientation 6f— & and6 + %, as shown
is outdated and if(z},y) is identical toz?,y?, which is in Fig. 3. Recall that is the source node position. L&t be
the benchmark position indicated in the broadcast messabe bottom-left vertex of the Voronoi cell that holds 6 is
i receives from nodg. Only when the two conditions arethe orientation offf S, which is also the hexagon orientation
not true will nodei mark itself as a relay node candidate andmbedded in the previous broadcast message.
reformulate the broadcast message as indicated in Fig. 2(c) As shown in the Fig. 3, the coordinate origin and ndde
When a relay node reformulates the broadcast message,RAgition are denoted byl and I respectively. Let< o, 3 >
associated benchmark position, instead of its own locatin denote vectof /, wherex and/3 are the orthogonal projection
encapsulated and relayed to its neighbors. Thus each néfidZ/ on thex andy axes, respectively:
actually takes the imaginary constellation as its refezenc
which effectively avoids problem of skewness propagation
(skewness of the actual constellation formed by relay nodes .
compared to the imaginary constellation) incurred due tdow we are interested in the oblique projection of veditf.
limited node density. When the node density is fairly low, itn Fig. 3, it is seen that its oblique projection on the akisg

Fig. 3. Finding a node’s benchmark position.

a = x; —xg+rcosh

8 = y;i—ys+rsinf



is equal to its orthogonal projection @n- % divided bycos §.
Thus we can calculate this projection using the inner prbduc

e ks (a0 3) s 0- )
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Likewise, the oblique projection off on the axisd + 5 s
equal to its orthogonal projection @h+ % divided by cos F:

Py = coig (acos (9—&-%) + (sin (9—}—%))

Using the affine coordinates in Fig. 3, we can confine a node
within a parallelogram composed of two adjacent Voronoi
cells. For example/ is in a parallelogram which containsg;, ,

. . g. 4
two cells, centered atl and B, respectively. To obtain the
coordinates ofd and B, we need to locate this parallelogram

DMTB'’s broadcast reference constellation

by its oblique projection: Definition Denote a graph a& = (V, E). An independent
200 . T 283 T setof a graph G is a subset of the vertices such that no two
pr = V3 L’)T sin (9 + g) — 3, 08 (9 + G)J vertices in the subset represent an edge of G.opétdenote
9 9 the size of any MCDS.
, = V3r. ——asin<9—i)+—6cos(9—z) . . .
Py 3r 6/ 3r 6 The following lemma is proved in [17].

Lemma 4.1:The size of any independent set in a unit-disk
egrath = (V, E) is at most4 - opt + 1.
Sinceoptrepresents the lower bound for the size of the relay

Recall thaty/3r is the side length of a Voronoi cell. Therefor
the coordinates ofl and B are:

TaA = s+ pscos (9 _ f) + py cos (9 + E) node set, we evaluate DMTB'’s message complexity through
79 ‘ ﬂ6 its performance ratio, defined as the ratio of DMTB’s message
Yya = Ys+ pasin (0 - E) + py sin (0 + 6) complexity to that of any MCDS algorithm.
PR Theorem 4.2:The performance ratio of DMTB is within 8
B = Ta+rcosh .
. of the global optimum.
Yyp = ya+rsinf

Proof: As described in previous sections, relay nodes
It is seen thatd and B are two candidates of benchmarkorm a constellation as shown in Fig. 4. Based on the defmitio
position forI. The final benchmark position is the one that ig'entioned above, all circled nodes, which is exactly half
closer toI. Define: the amount of all nodes, form an independent set. Thus, the

) ) ) 9 number of solid nodes (or hollow nodes) is at mosbpt + 1.
n= (i —xa)” + (Wi —ya)’] = [(@i —28)"+ (i —yB)"]  Similarly the number of hollow nodes is also at mastpt+1.

then: This proves that the number of relay nodes selected by our
(2?47 = { (za,ya) if 9 <0 protocol is at mos8 - opt +2. L
0 (xp,yp) fn>0 Note that the performance ratio is independent of the welati
size of the hexagons with respect to the transmission radius
IV. PERFORMANCE ANDINTERFERENCEANALYSIS the relay nodes. However, the overall number of transnrissio

In this section we analyze DMTB’s message complexitjpcreases if the size of the hexagons is kept smaller that the
time complexity, the broadcast interference anddékeradius —transmission range.
for different node densities. Various other aspects for the
protocol's performance are also evaluated. Throughpi t  Time Complexity
section and subsequently in the paper we assume that

. we%inition The broadcast algorithmdime complexityis de-
network is connected.

fined as the time delayl;) for a node that igl distance away
from the source to receive the broadcast message.

A. Message Complexity
L . , . We assume that the hop countbetween node: and node
Definition The broadcast algorithm'message complexity . . . -
) 7w is roughly estimated as the ratio of their distance from each
defined as the number of re-broadcast occurrences duritg e o) o d
. other to the transmission randge h = <. Suppose there are
broadcast event with respect to the total number of node§ . R
resent in the network Itermediate nodes betweenandv, and denote the message
P ' forwarding delay at each hop 85,7 € 1,2,3,--- , k, then we
According to the definition above, the broadcast algorithmhave:T; = ZleTi.
message complexity is actually the percentage of nodes thaNode mobility poses a great challenge in determining the
act as relay nodes. Next we compare DMTB'’s message cogeographical distribution of the nodes at an arbitraryainst
plexity with that of the optimal algorithm: MCDS (Minimum Here we present the analysis for scenarios where the nodes

Connected Dominating Set). obey Poisson distribution through the network and the nétwo



Scenario A Scenario C Theorem 4.4:During a single DMTB broadcast, at least
50%-75% of the relay nodes will not experience a collision
w when receiving the broadcast message.

Proof: In each broadcast event, there exists a conservation
law: the number of messages received at all relay nodes
equals the number of messages sent out from all relay nodes.
This is because each node relays the message at most once.
In our broadcast constellation, each relay node has three

v neighbors that are also relay nodes. Fig. 5 shows three geessa
sending/receiving scenarios:

1) Nodeu receives the message from 1 neighbor and relays
® it to 2 other neighbors;

2) Node v receives the message from 2 neighbors and
relays it to 1 neighbor;

3) Nodew receives the message from 3 neighbors. It does

is connected. In such scenarios, the delay at each inteateedi not relay the message anymore.
node has the same distribution. The major delay at eabenote the fraction of the nodes that belong to each of the
intermediate hop is introduced by DMTB's relay node elactiothree types of nodes biV(u), N(v) and N(w) respectively.
procedure, as indicated by Eqn. (1). To evaluBe we first We have:
present the expectation @f.

Lemma 4.3:In a Poisson node cloud with density, the N(u)+2N(v) +3N(w) = 2N(u)+ N(v)
distance from any node to its nearest neighbor, denoteg by N(u)+N@)+Nw) = 1 (6)

follows the Rayleigh distribution with mea%: From equations above we can géts < N(u) < 0.75,
Craer? which means that in the ideal scenario, at least 50%-75% of
fro(T0; Ao) = 2w Aoroe 0 ) relay nodes receive the broadcast message exactly once and

Proof: Let R, denote a random variable representing tH&US experience no collision. o

distance to the nearest neighbor. WHenis greater than some O the nodes that do receive multiple copies of the broad-
fixed valuery, we have no node occurrence within the disk gf@St message from more than one neighbors (it is possible to

radiusro. For a Poisson process, this probabilityPi§R, > receive another copy of the same message when nodes are

ro} = e=*(™%) Hence we can obtain the CDF (Cumulativé)arkiﬂg off durinhg theh self—elgctrizn procequre),hinteefme
Distribution Function) forr as only happens when these neighbors receive the message at

, exactly the same instant. In our protocol the deferring time
Fry(ro; A0) =P{Ro < 1o} =1— e~ ™Aomo (3) (shown in Egn. 1) contributes to the differentiation of naegs
delivery time to the same node through different paths. Thus

By _computing its (_jerivative we obtain thg P%O_(m?_)‘“) _the probability of occurrence of interference events isatiye
as in Eqgn. (2), which represents a Rayleigh distributiorhwity, reased.
|

mean ; IAU.
Based on Eqgn. (1), we have:

[

Scenario B

Fig. 5. Three interference scenarios

D. Scalability of DMTB
k . - . .
Although our protocol is based on building an imaginary
E(T) = E(Z L) = E(Zf(di)) “) global constellation, it does not incur much constellatizain-
=1 =t tenance overhead. The overhead involved is the consteilati
Based on Lemma 4.3, if we makg() a linear function, information carried in the broadcast message. This inftiona

k

then the equation above can be further presented as: is embedded in the broadcast message and does not affect
& & DMTB’s scalability. Scalability of DMTB concerns three
E(Ty) = E(Z F(dy)) = ZF(E(df)) parameters: the network size, node density and the number of

broadcast sources. Regarding DMTB’s scalability with ezsp
k ] 1 to the network size and node density, we have the following
= F( Y=k F( ) (5) theorem:
; 2v o 2V Ao Theorem 4.5:The expected number of relay nodes em-
ployed in a single DMTB broadcast in a network of arda
and cell radius r is estimated asg%. Denoting the node

C. MAC Layer Interference density with A and the theoretical number of relay nodes by
To theoretically analyze the interference during one DMT®/, we have:

broadcast, we observe the interference experienced by each lim NV < _4A A

relay node. In the ideal scenario when a node can be found A—oo” T 34/3 - 2502

exactly at each of the benchmark positions, we have foligwin ~ Proof: In a broadcast constellgtion witbell radius r,
theorem: the hexagon unit's area i4;, = @ Then the number of



=
shown in Fig. 4, two extra relay nodes are needed to expapacket. Also, the radius; depends on the transmission power
each hexagon. Thus, the number of relay nodes neededusgd by the nodes. The cost of any particular transmission
DMTB is estimated a 4712' When the node density exceedslepends on the transmission power or equivalently the range
a certain threshold, the constellatioall radius can be set as of the transmission (since other nodes in this range are not
equal to the transmission range, 250m. Thus the theoretialbwed to transmit during this period). We assume omni-
number of relay nodes is bounded ‘;"‘5 5 m directional antennas with a circular transmission pattéve
Another scalability issue concerns multiple broadcagenote by( the unit capacity cost of a transmission in (bit-
sources. When these sources broadcast concurrently, in thsec)in? and thus the cost of transmitting a bit to a distance
worst case scenario, a node has to maintair 1 (the number r; is given by
of concurrent broadcast) timers for the relay node selfteln,
as specified in Section IlI-B2. But these timers are temporar
and can be discarded as soon as the broadcast ceases iMlie® the absolute cost of a cover (the cover may consist of
neighborhood. partially overlapping disks) is

Cavs = Y _Ci ®)
el
nd the relative cost of the cover, considering that theeplan
has its origin atO, is given by [4]

hexagons needed to tile a network of ardais 3\2/? As correspond to the positions of the nodes chosen to forward th

C; = (nr? bit-m /sec (7

E. Other Parameters

1) Reliability: Our protocol inherently provides reliability
and resilience against node failures. If we denote a sin
node’s failure rate by;, then the probability that relay
fails at an arbitrary benchmark position jg, where O — limsu EieI,PieD(O,t) Ci )
n is the average number of nodes in one Voronoi cell: rel = Y Area(A N D(0, 1))

n=2»\- @r? From Fig. 1 it can be seen that a nonwe define a coveR indexed by! to be periodical if there is
relay node might receive the broadcast message frenfinite setJ c I and two vectors, andv of R? such that
multiple relay nodes. .

2) Network Dynamics: The proposed protocol adapts to R= U {D(B; +mu+mnv, 15), j € J} (10)
network dynamics easily since the broadcast does not (m,n)€z?
depend on the presence of any node at any specffior periodic covers the expression for the relative cost by
position. Nodes can move or switch to sleep modéurther simplified. Consider a compact regigh ¢ R? such
The absence of nodes in any Voronoi cell results in thatR? = Uy, ,)ez2(B+mu+nv) and such that the interiors
broadcast message being sent in that cell. However, tofsB and B+ mu +nv are disjoint for all(m, n) € Z2. B, for
does not mean that the broadcast is terminated since e¢x@ample, could be a hexagon. The relative cost of the cover
broadcasts from nearby cells continue to propagate. R is then given by [4]

2
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V. CAPACITY COST C., = Ljes 5

"t~ "Area(B)

In [6] the notion of network capacity for wireless networks _ ] )
was introduced and scaling laws for random and arbitrary V& Now derive some properties related to the capacity cost
networks was derived. For optimally placed nodes, it wd a broadcast protocol. The capacity cost of any broadcast

shown that theransport capacityof the network where each Protocol follows:

node is capable of transmitting/ bits/sec, is©(W+/An) Propqsition 5.1:_For anye > 0, there exists a connected
bit-meters/sec wherel is the area of the network and COVer (i.e. the points’; are in range of each other) whose

is the number of nodes in the networks. If a particuldf'ative cost is betweeq and( + e. , .
broadcast scheme is inefficient, it uses a large fractiomef t'0 Prove this proposition we use the results in the following

network capacity, thereby starving other communications {€mmas. _ _ _ ,
the network.Thus the cost metric we use in this paper is -€mMma 5.2:Consider a regionA corresponding to the

the network transport capacity that is used by the broadcadgX@gon of side) centered av. There exists a sequence of

mechanism. disks D, contained inA whose interiors are pairwise disjoint
To evaluate the cost of a broadcast protocol, consider2dd imy—oo Ui_1 AreaD;) = Area(A).

uniform distribution of vehicles or nodes in the plaké. For Proof: Consider the diskD, = D (0, ?n)- This is the

a point P in R? andr € R*, we represent byD(P,r) the unique disk that is tangent to the six sides of the hexagon.

closed disk centered & with radiusr. Consider a subset In every corner of the hexagon, we now have an uncovered

of the real planeR?. We define a cover ofd as the set of region bounded by three arcs, one from the boundarpof

disksR = {D(P;,r;), P, € A, r; € RY, i € I}, indexed and the other two from the two sides of the the hexagon, which

by a countable sef such that: (a) the union of the disks ofcan be considered to be arcs of circles of length infinity. We

R containsA and (b) any compact of the plane only meets eonsiderD- to be the circle that is tangent to the inner circle

finite number of disks ofR. D, and also to the two sides of the hexagon (akin to Soddy
From the perspective of the broadcast protocol, the regioimcles [15]). This partly fills the corner but creates thresy,

A corresponds to the area to be covered and the pdits smaller, uncovered regions. We can now repeat this process

¢ 11)



by partly filling each corner with a smaller Soddy circle. It
is well known that the union of these circles will have the
same area as the region they are covering,A.g(]. Also, by
construction, the circles are disjoint. |

Lemma 5.3:Let B be a compact region of the real plane,
B C R2. For eachy > 0, there exists a coveR(n) of B such
that

\-
\

20

cos(R(n)) < aCAreaB) + e(n) 12)
wherea = 32—”3 is the density of the simple hexagonal cover
andlim,,_,q e(n) = 0. Fig. 6. Simple hexagonal cover

Proof: This lemma is proved in Lemma 5 of [4]. =

Lemma 5.4:The relative cost of broadcasting on a hexagon,
for a givene > 0 is at most¢ + e, lim,,_o AreaP) = Area(A). Then we can choose apsuch

Proof: Consider the sequence of disks, as in Lemma that
5.2 covering a hexagon of sidge We denote by, the area Area(P) < Area(A) [ 1+ ;6 (17)
of the uncovered region of the hexagon 2 (C + 5)
With this choice of
an = 3—\2/§n2—Area(D1 UDyU---UD,)  (13) ! )
_ cos(P) = (C + 7> Area(P)
We now pick the value ofn, n € Z such thata, < 2
e (3v3,.2 i _
o ( ol 1). We denote byg the reglgn g = < (C+ )Area(A) € :
A — U™, D; and choose a cover ®(n’) of 8 as in Lemma (C + 5)
5.3 such that coéR(n')) < a¢Area3) + 5. Consider the = (¢ +e)AreaA) (18)
coverP of the hexagon given b = R(n')U (U? 1Di). The
cost of this cover is The relative cost of the cover is thus
Area(A
cos{P) = cos{R(n'))+ cos{U}_,D;) (C+ ohrea ) =(+e (19)
Area(A)
< [agArea(@) 5] + cAreaur D)) .
< atant 5+ |
A. Capacity cost of the Proposed Scheme
= o _c 2‘[4 1] += € + 3\[ The proposed scheme is a hexagonal constellation based
2a( 2 broadcast protocol. Fig. 6 shows the best possible case for a
3\/3 hexagonal cover of a region iR2. Assuming that the radius
= 5 n? (C+ ) (14) of the circles and thus each side of the hexagons, ithe
. . , . relative cost of this cover is
The relative cost of the coveP is obtained by dividing the )
cost above by the area of the hexagon being covered: Chop = 7\;7 ¢ =1.209¢ (20)
re 3v3 ’
cos(P) <c+ € (15) 5
af - 2 However this cover is not connected. For the broadcast case,

we keep the same radius and side lengths but move the centers

of the circles to the hexagon vertices. The cost of this cover
Using the results above we now prove the result in Prop% twice that of the previous cover:

sition 5.1.
Proof: The unit capacity cost associated with transmitting

a packet ig (bit-m/sec)m?. Thus it is obvious that the relative
cost of any cover is at least

Now for any¢ > 0 consider a plane tiling of the regiaa Thus the capacity cost of our hexagonal broadcast scheme is
by hexagons of size. Let S be the set of such hexagos at 1€ast 2.418 times the minimum possible.
satisfyingBU A # ¢. Now we cover each hexagon §fby a
cover of relative cost less than+ 5, as done in Lemma 5.4. VI. SIMULATION RESULTS
The union of these covers for each of the hexagons is a covenn this section we present the simulation results. The

say P, of A and contains the points in the area proposed broadcast protocol was implemented in ribe2
A(P) = {x: 2 € R?, dist(z, A) < 2 16 simulator. IEEE 802_.11 is assumeo! as the MAC layer protocol.
(P)={a:a o, A) < 20} (16) If not stated otherwise, nodes are initially uniformly dsysd
Since the cost of each hexagon is less tgat §, the in the concerned areas. The transmission range of each node
total cost of the cover is less tha(mj + g) Area(P). Now, is 250m, and the broadcast message payload is 100 bytes. The

2
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Crep =2 ¢ =2.418¢ (21)



transmission rate of each node is 1Mbps. We use the followiteads to high collisions.
performance indicators for our evaluation: 3) Broadcast End-to-end Delay vs. Node Mobilitfhe
« Broadcast Effectivenessreflected by the broadcast mesend-to-end delays in networks with different node speeds an
sage’s delivery rate, which is defined as the percentagede densities are presented in Fig. 10. In these simuation
of nodes that successfully receive the broadcast messdje; deferring timer function”(d;) at each node randomly
. Broadcast Efficiency reflected by the percentage ofpicks a value between0, 10us - d;] (10us is picked with
nodes that relay the broadcast message. Since nodes kgilérence to the typical slot time of IEEE 802.11), whefe
relay the message at most once, the number of relay nodieghe distance from the relay nodeto its corresponding

equals the number of message retransmissions. benchmark position. The end-to-end delay for DMTB stays
« Collision Rate: the average number of message collisioraround 10ms even when the node density is relatively low
during each broadcast; and is much lower than both MM and SBA.

« End-to-End Delay: defined as the time it takes for all 4) Fairness vs. Node Mobilityln Fig. 11 we show the
nodes to cease receiving/sending the broadcast mességé;of the capacity consumed at each node for broadcasting.

« Fairness reflected by the number of times a given node isrom Fig. 11 we can see that the system CV is fairly small for
chosen for broadcasting. We denote the number of timé#ferent node densities, and more importantly, it staysgtdy
a node is selected for relaying at tihby the vectok(t). the same as the node average speed changes from 20km/hr to
We observee(t)'s coefficient of variance (CV), which is 160km/hr. We also note that DMTB's fairness is much better
the ratio ofe(t)’s standard deviation to its mean, withthan MM and SBA.
CV = 0 being the fairest scenario.

The mobility model used in the simulations is the “Random. Protocol Robustness

Direction Model". In this model, a node travels in a pre-gidk 14 verify the protocol's robustness against node failunes o

random direction and a random speed until it reaches the aﬁ%aapplicability in network areas of irregular shape, wesi
boundary, where it chooses a different direction and speed;t;, broadcasting in 8500 x 2500m? area shown in Fig. 12.

continue moving. Each mobility pattern file is generatedwv_itThe node density .5 x 104, and static nodes are uniformly

a given average node spefl,,, and each node’s speed isyigyripyted in the area except the subarea denoted by “&revh
randomly chosen between 0 aBl,,. no nodes are present. With the source node randomly picked
In this set of simulations, the size of ad-hoc network argg each broadcast, 100 broadcast messages are sent thubugho

: 5 .
IS 5000 > 5000m?=. We examined the protocol performa_nce fthe simulation. The delivery rate is observed to be 100%h Wit
different node densities (sparse and dense) and the siondat non-relay nodes denoted by the light coldrand relay nodes

were carried for 200 broadcast events. Each broadcast e%

; t‘*”, Fig. 12 shows a snapshot of the distribution of relay
was generated a}t a random. source and were fed into the Mdes for one broadcast event.
work at random instants of time. The results presented a&re th
average over these 200 events. Our results are compared with .
the results of two protocols proposed in literature: Magpili B- Protocol Scalability
Management (MM) [19] and Scalable Broadcast Algorithm In this section we evaluate the scalability of DMTB as
(SBA) [12]. These two protocols are chosen for comparisgiimber of nodes in the network and the network size changes.
since they outperform most of other protocols in mobil&he results in this section also compare the protocol’sgperf
environments [18]. mance with that of the "AHBP (Ad Hoc Broadcast Protocol)”
1) Broadcast Effectiveness/Efficiency vs. Node Mobility:algorithm previously proposed in literature [13]. The @as
We first verify the proposed protocol’s effectiveness/edficy for choosing AHBP for these results is that the authors of
in Fig. 7 and Fig. 8. Fig. 7 presents DMTB, MM and SBA{3] have shown that the scalability properties of AHBP are
broadcast message delivery rate under different node spesdperior to other protocols.
Fig. 8 shows the percentage of nodes that are employed by théo observe the effect of node density, we simulate a
three protocols as a function of the node speed. While SBA )0 x 2500m? area and vary the number of nodes from 600
high delivery rates, its percentage of forwarding nodestisim to 1200. 100 broadcast messages are sent out by arbitrarily
higher than that of DMTB, especially when nodes move faglicked source nodes. Fig. 13 shows DMTB and AHBP’s
On the other hand, while MM employs only a small fraction ofverage delivery rate for different node densities anceobfft
nodes for forwarding, its delivery rates are much smalteis | constellationcell radius (r). We note that while DMTB’s
worth noting that the performance of the proposed algorithdelivery rate stays near 100% even for a fairly low density,
does not degrade as nodes move faster. AHBP performs well only with higher node densities. AHBP’s
2) Collision vs. Node Mobility:In Fig. 9 we plot the broadcast delivery rate increases directly rely on morayrel
number of collision occurrences during each broadcast anades, while the number of relay nodes employed by DMTB
function of the nodes’ average speed. As can be seen fratays roughly the same as the node density increases, aa show
the figure, the occurrence rate stays fairly low for DMTBIn Fig. 14.
Collision occurrences of MM and SBA are also observed, andWe now observe the effect of the network size on various
we note that unlike DTMB, their performance degrades as thspects of DMTB’s performance. In these results, network
node density increases. For SBA, now more neighbors coarea is a square and its side length is varied frapom
pete for relaying the broadcast messages which unnedgssdaa 2500m with 500m as the step size. For each area size,



o 350
—— DMTB with 100 nodes 2 x
100(\\‘ T, gy gy pop . 100 —6— DMTB with 200 nodes g x
% “a g ool —A— MM with 100 nodes 5 300 x . x
< [P Y ~ 0 MM with 200 nodes 5 x
S o A 0 8 S gl B> SBA with 100 nodes 5
2 = 8 e e x - SBA with 200 nodes g 250 x —%— DMTB with 100 nodes
g 4 ~a N 5 70 > —o— DMTB with 200 nodes
2 o A RN 8 £ —A~ MM with 100 nodes
2 e £ eof N > > > R Y —B- MM with 200 nodes
S o s sol > 2 B>+ SBA with 100 nodes
:'f’ g . > x 2 150 x - SBA with 200 nodes
ﬁ 40 g a0+ . x x x x L_‘:}
E 3 —— DMTB with 100 nodes 8 sl > x 5 100 > > > > >
2 —©— DMTB with 200 nodes g kK x ] \ 4 >
F 20 —A— MM with 100 nodes o 208 -g N
—O— - MM with 200 nodes = . R e T 5 sof B
- B=-g & _ 2
10 D>~ SBA with 100 nodes 10° = = e © Mgoo—Be O - g o g - - -0~ g
x - SBA with 200 nodes 2
o = o o Al _ _.a
0 20 40 60 80 100 120 140 160 0 20 40 60 80 100 120 140 160 20 40 60 80 100 120 140 160
The average moving speed (km/kr) The average moving speed (km/kr) The average moving speed (km/kr)

Fig. 7. The delivery rate with different node Fig. 8. The amount of forwarding nodes with Fig. 9. The average number of collisions per

average speeds. different node average speeds. broadcast with different node average speeds.
g 1 25007,
< —#— DMTB with 100 nodes
120 x > x S oof —6— DMTB with 200 nodes
. ® " x » 3 > g —A— MM with 100 nodes *
> > S 08l — 00— MM with 200 nodes 2000F .
& 100 € D> SBA with 100 nodes [
£ > Lotk x - SBA with 200 nodes
S %
& a0 —+— DMTB with 100 nodes. S o6p 1500} *
S —6— DMTB with 200 nodes @ -
a —A~ MM with 100 nodes S 05¢
$ w0 —B— MM with 200 nodes I a
8 > SBAwith 100 nodes E oaf AN 1000}y
5 X -+ SBA with 200 nodes 2 . -
40 E A -
B 8% = o 2 B
= 2,0 NX e B - Sig-.-—R
g o2t g o=k . % x 2 -7
20
f--RAICg--g- -0 -0--a- oo EDIM_‘W
— = — —* @
0 . . ) . . . . ) E . . . . . . . ,
) 20 40 60 80 100 120 140 160 ) 20 40 60 80 100 120 140 160
The average moving speed (km/kr) The average moving speed (km/kr)

Fig. 10. The average broadcast delay withFig. 11. The capacity consumption’s coefficientFig. 12.  Broadcasting in a network area of

different node average speeds. of variance with different node average speeds.irregular shape.
1000
—&— DMTB with the cell radiu as 150m 100 =
—+— DMTB with the cell radiu as 200m _--" TT T e
100 — - 900 —&— DMTB with the cell radiu as 250m % o -
-5- DMTB's theoretical value the cell radiu as 250m o -
90|| —&— DMTB with the constellation size 150| o0l 0~ AHBP
—— DMTB with the constellation size 200| 73 80
.~ gol| —>— DMTB with the constellation size 250| m--9 ]
X — B — AHBP Pis I 7001 o T —>— DMTb with node density 0.8e-04
~ 70 = = =1 —+— DMTB with node density: 2.0e-04
] ! & so0f g —o- AHBP with node density 0.5e-04
1] ! ° 2 % —»_AHBP with_node density 2.0e-04
= 60 / - 2
> ' S soof » 2
o 50 l 5 - 7}
> f 2 s ©
T a0 i £ 400p P L ol
© / E K £
300
2 K g K 30
=
4 200 ’
20 o - , L .
B Tr~o
10 - 100 & 10 -
. - Tt em e
%00 5?0 600 700 800 900 1000 1100 1200 1300 e : : . . . . . . = — :
; " 500 00 700 500 90 1000 100 1200 1300 500 1000 1500 2000 2500
The number of nodes in a 2500*2500 area The number of nodes in a 2500*2500 area The side length of the square area (m)

Fig. 13. The delivery rate to different node Fig. 14.  The percentage of relay nodes tdFig. 15. The delivery rate with different network
densities and different constellatiaell radii ».  different node densities and constellatioell area size and node densities.
radii r.

results for high and low node densities are presented. 1@@es not rely on any specific node to relay the message. Thus,
messages are generated from randomly picked source nodede mobility is accommodated and protocol resilience is
and broadcast to the whole network. The imaginzely radius enhanced. Both protocol efficiency and fairness are takien in
is kept as 250m throughout the simulations. In Figs. 1Bpnsideration. Analytic and simulation results are presgito
16, 17 and 18 we compare the delivery rate, percentageanfdress and verify DMTB’s performance.
relay nodes, average number of collision occurrences and
end-to-end delays, respectively, of DMTB and AHBP. For all REFERENCES
metrics, DMTB outperforms AHBP and more importantly, it . . .

. : i} H. Alshaer and E. Horlait, “An adaptive broadcast scheroe ifiter-
performance scales gracefully with both the network size vehicle communication,Proceedings of IEEE VTC (springptockholm,

well as the node density. Sweden, May 2005.
[2] L. Briesemeister and G. Hommel, “Role-Based Multicast inglily
Mobile but Sparsely Connected Ad Hoc Network&toceedings of
VIlI. CONCLUSION ACM/IEEE MOBIHOC pp. 45-50, Boston, MA, August 2000.
hi d | desi d @l T. Camp, J. Boleng and V. Davies, “A Survey of Moblity Model
In this paper we presented a cross-layer designed, cons “for Ad Hoc Netwwork Research,Wireless Communication & Mobile
lation based broadcast protocol for vehicular networkse Th Computing, Special issue on Mobile Ad Hoc Networking: Rebea

protocol’s performance is bounded to be within a constant of Trends and Applications/ol. 2, no. 5, pp.483-502, 2002.

. . 4] G. Chelius, E. Fleury and T. Mignon, “Lower and Upper Bdanfor
the optimum. The procedure for choosing the relay node for Minimum Energy Broadcast and Sensing Problems in Sensor Megyo

each benchmark position is probabilistic so that the paitoc  Proceeding of IEEE ICPADSp. 88-92, Fukuoka, Japan, July 2005.



—o— DMTB with the node density 0.8%e-04
—b— DMTB with the node density 2.0*e-04
—+ AHBP with the node density 0.8%e-04
-0~ AHBP with the node density 2.0%e-04

—o&— DMTB with the node density 0.8*e-04|
—b— DMTB with the node density 2.0%e-04|
— 8 — AHBP with the node density 0.8*e-04|
— © — AHBP with the node density 2.0*e-04

The average end-to-end
delay per broadcast (ms)

1000
—6— DMTB with node density: 0.8e-04
—+— DMTB with node density: 2.0e-04
90 -5 Theoretical bound of DMTB 1808
—0- AHBP with node density: 0.8e-04 %
800 —x-_AHBP with node density: 2.0e-04 « 160
8
3 -]
g S S 1o
2 548
> 8+
@ L
% 600 x g a2 120
= - 9
S s - o & 100
. > D C
2 - S0
£ B S5 wof
E &3
2 B P
00 2c o}
2 . £S
F 4 2
200 - = wf
o= 8 -
100 - 201 _a-"""
-7 — " -7
§— — [, - =7
500 1000 . 1500 2000 2500 500
The side length of the square area
Fig. 16. The percentage of relay nodes withFig. 17.

different area sizes and node densities. broadcast with different

500 100

00 1500 2000 2500
The side length of

the square areas (m)

The average number of collisions perFig. 18. End-to-end broadcast delay to network

network sizes. areas of different sizes and node densities.

[5] M. R. Garey and D. S. JohnsoGomputers and Intractability - A Guide Since bothm and n are integers, the only solution for two
to the Theory of NP-Completenedd, H. Freeman San Francisco CA, integers’ pI’OdUCt to be 4 i$1,4), (2, 2) and (47 1)_ Thus the

1979.

[6] P. Gupta and P. R. Kumar, “The Capacity of Wireless NetwdrkEEE

Transaction on Information Thearyol. 46, no. 2, pp. 388-404, March hexagon.

2000.

E. Kasner, and F. Supnick, “On Apollonian Packing of @Gis;” Proceed-

ings of the National Academy of Sciencesl, 29, pp. 378-384, 1943.

D. Kim and N. F. Maxemchuk, “A Comparison of Flooding and Bam

Routing in Mobile Ad Hoc Networks,”3rd New York Metro Area

Networking Workshop (NYMAN 2003Jew York, New York, Sep. 2003.

G. Korkmaz, E. Ekici, F. Ozguner and U. Ozguner, “Urban rriidp

broadcast protocol for inter-vehicle communication systefmceedings

of ACM VANETpp, 76-85, Philadelphia, PA 2004.

[10] S. Ni, Y. Tseng, Y. Chen, and J. Sheu, “The broadcaststioroblem
in a mobile ad hoc network,"Proc. of ACM/IEEE MOBICOM’99pp.
151-162, Seattle, Washington, Aug. 1999

[11] V. K. Paruchuri, A. Durresi, D. S. Dash, R. Jain, “Optinféboding
Protocol for Routing in Ad-hoc Networks”, Technical Repd@omputer
Science Department, Ohio State University, 2002.

[12] W. Peng, and X. Lu, “On the reduction of broadcast recumy in

(71
(8]

[9]

three solutions ofmn is 3,4,6, which is triangle, square or

Hua Yang Hua Yang is a senior researcher at Intel
Corporate Technology Labs, Beijing. She is cur-
rently working on interference mitigation techniques
for next generation WiMAX networks and is also

PLACE involved in IEEE’s standardization effort for next
PHHEORTEO generation WiMAX system and 4G networks. Ms.

Yang obtained her bachelor's and master’s and Ph.D
from Xi'an Jiaotong University (P. R. China), Bei-
jing University of Posts and Telecommunications (P.
R. China) and Rensselaer Polytechnic Institute, Troy

NY, respectively. After her master’s, she worked for

Siemens Beijing. Her current research interests include lmbbdadband net-

mobile ad hoc networksJh Proc. of the ACM International Symposium,yqr interference mitigation, wireless mesh and ad-hoc nedsydroadband

on Mobile Ad Hoc Networking and Computing (MobiHoc 20@p), 129-
130, Boston, MA, Aug. 2000

[13] W. Peng and X. Lu, “AHBP: An efficient broadcast protcol fmobile
ad hoc networks,'Journal of Science and Technolodgeijing, China,
2002.

[14] M. Sun, W. Feng, T. Lai, K. Yamada, H. Okada and K. Fujimi@PS-
based message broadcast for adaptive inter-vehicle comntionga
Proceedings of IEEE VTC (fallpp 2685-2692, 2000.

[15] F. Soddy, “The Kiss PreciseNature,vol. 137, pp. 1021, 1936.

[16] K. Tokuda, M. Akiyama and H. Fujii, “Dolphin for inter vétie
communication systemsProceedings of IEEE ITSp. 504-509, 2000.

[17] P. J. Wan, K. M. Alzoubi, O. Frieder “Distributed Consttion of
Connected Dominating Set in Wireless Ad Hoc Networl&dceedings
of INFOCOM 2002 New York, New York, June 2002.

[18] B. Williams and T. Camp, “Comparison of Broadcasting Teghas for
Mobile Ad Hoc Networks,”Proceedings of the 3rd ACM International
Symposium on Mobile Ad Hoc Networking and Computipg,194-205,
Lausanne, Switzerland, 2002.

[19] J. Wu and F. Dai, “Mobility Management and Its Applicat® in
Efficient Broadcasting in Mobile Ad Hoc NetworkslNFOCOM 2004,
Hong Kong, March 7-11, 2004.

APPENDIXA
PROOF OF THEPLANE TILING THEOREM

Proof: Let m denote the number of vertices of a m
polygon andn the number of m-polygons needed to tile
degrees. We have the following equation:

(m—mQ)mr _ o
(m—-2)(n—-2) = 4

networks and next generation network integration.
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