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Abstract—The constrained design, remote deployment, and
sensitive data generated by Internet of Things (IoT) devices
make them susceptible to various cyberattacks. One such attack
is profiling IoT devices by tracking their packet transmissions.
While existing methods mitigate these attacks using pseudony-
mous identities, we propose a novel attack strategy that exploits
the physical layer characteristics of IoT devices. Specifically, we
demonstrate how an attacker can leverage features extracted
from device transmissions to identify packets originating from
the same device. Once identified, the attacker can isolate the
device’s signals and potentially determine its physical location.
This attack exploits the fact that microcontroller clock variations
exist across devices, even within the same model line. By
extracting transmission features and training Machine Learning
(ML) models, we accurately identify the originating device of
the packets. This study reveals inherent privacy vulnerabilities
in IoT systems due to hardware imperfections that are beyond
user control. These limitations have profound implications for the
design of security frameworks in emerging ubiquitous sensing
environments. Our experiments demonstrate that the proposed
attack achieves 99% accuracy in real-world settings and can
bypass privacy measures implemented at higher protocol layers.
This work highlights the urgent need for privacy protection
strategies across multiple layers of the IoT protocol stack.

IMPACT STATEMENT

This paper contributes to the security of the Internet of
Things (IoT) by revealing a vulnerability stemming from
hardware imperfections introduced during the manufacturing
process of IoT devices. In particular, we exploit the variations
in the internal clock of embedded devices to identify the source
of a data packet. The IoT has become ubiquitous and given
the private nature of data, it is crucial to guarantee privacy
protection. The current state-of-art for privacy management is
based on anonymization using pseudonym identities or other
mechanisms at the network layer. However, the proposed at-
tack shows that the privacy of IoT devices can be compromised
using physical layer information irrespective of network layer
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mechanisms. Thus, this paper highlights the importance of
cross layer approaches for IoT security. The convergence of
hardware imperfections and the pursuit of verifiable anonymity
is a critical juncture for research, especially considering the
growing integration of the Internet of Things into sectors
of critical infrastructure. The primary aim of our research
is to promote the understanding of device-specific physical
fingerprints and facilitate the advancement of strategies that
safeguard privacy at multiple layers.

Index Terms—Internet of Things, Privacy Attack, Machine
Learning, Device Profiling.

I. INTRODUCTION

The Internet of Things (IoT) is envisioned as the enabler
of many new services and applications, such as smart cities,
agriculture, healthcare, industries, etc. The simple and low-
cost nature, extremely large number, remote location, and their
use in critical infrastructure make IoT devices an attractive
target for cybercriminals. One of the major applications of
IoT devices is control and decision making. Therefore, trust
in the fidelity of data generated by IoT devices is crucial
for the success of IoT based control and decision making
systems. Most IoT devices are embedded systems made up
of microcontrollers. An IoT device has various hardware
subsystems, including a microprocessor, memory, security, and
radio subsystems, as shown in Figure 1.

Figure 1 illustrates an IoT device’s clock-dependent subsys-
tems. The microprocessor subsystem incorporates the CPU,
memory, buses, and interfaces for computation and control.
The security subsystem is responsible for executing crypto-
graphic operations whereas the radio subsystem is responsible
for facilitating wireless communication by utilizing various
components, such as amplifiers and modulators. The process
of digitizing sensor inputs in an analog-to-digital converter
involves sampling at specific intervals that is determined by
the clock. Frequency dividers are utilized to generate lower
frequency clocks for individual subsystems by dividing a high-
frequency source clock. Figure 1 shows that a clock source
may be used to produce different clock periods or frequencies
according to application specific needs using a frequency
divider.

The CPU, bus, and peripherals of a microcontroller use
its internal clock to coordinate their operations. The clock
is crucial to performance because it determines how quickly
the CPU executes its instructions. The central processor of
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Fig. 1: IoT device sub-systems and reliance on a clock source.

a microcontroller can be viewed as a synchronized series of
logic units, each one serving a specific purpose. If the clock
is running too slow, the processing time will increase. On
the other hand, if the clock runs too fast, there may not
be enough time to complete the required operations before
the next set begins. Similarly, any large error in the clock
speed will have unforeseen effects on the internal operations
of the microcontroller. It has been shown that the internal
clock varies from one microcontroller to another, even if we
consider the same type of microcontroller manufactured in
the same facility [1], [2]. This is because industrial processes
cannot control variations at the microscopic level. Although
these variations in the internal clock may not be significant
enough to cause errors, in this paper we show that they have
enough entropy to be used for IoT device identification.

A. Related Work

Many researchers have discussed the impact of clock vari-
ations on system performance and mitigation techniques. The
authors in [3] examine the modeling of various delay and jitter
mechanisms in systems that close the communication network
loop. As an example, the plant behavior is used to illustrate
constant and time-varying delays. An event-triggered real-time
scheduling technique for networked embedded devices based
on event triggers is described in [4]. A modeling technique
for random time delays in distributed control systems and
a scheme for dealing with unpredictable time delays are
described in [5]. [6] provides an overview of time synchro-
nization in sensor networks. The authors of [7] address the
subject of jitter control in time-triggered real-time systems,
as delays or jitter in real-time embedded systems may affect
system stability. The authors in [8] compare various fault-
tolerant clock synchronization techniques.

Similarly, the authors in [9] describe an inventive hardware-
based, extremely reliable clock generator to circumvent the
shortcomings of algorithm-based fault-tolerant clock synchro-

nization systems. Further discussion of clock synchronization
issues in embedded systems and multiprocessor systems can
be found in [10]–[14]. Although the significance of clock
synchronization, clock delay, and clock jitter is highlighted,
there is no extensive consideration of the effects of clock
period variation on system behavior in the frequency domain.
In a recent work by [1], frequency domain analysis is used to
explore the effect of clock/sampling period drift on discrete
time algorithms with open and closed loops. They described
how the results of discrete-time algorithms can be impacted
by clock variations due to manufacturing flaws. The above
discussion shows that microcontrollers suffer from clock vari-
ations, which are exploited in this paper to attack the privacy
of IoT devices.

Many research studies have utilized Radio Frequency Fin-
gerprinting (RFF) techniques for device authentication. The
underlying concept involves extracting unique features from
wireless communication components to serve as device sig-
natures for authentication purposes. Deep Learning (DL) ap-
proaches have demonstrated effectiveness in addressing clas-
sification problems of this nature, as evident from previous
studies. In particular, some studies have employed DL-based
RFF protocols that utilize base-band IQ samples as input to
the system [15]–[17]. However, these studies indicate that
significant performance degradation can occur when deal-
ing with dynamic propagation environments and time gaps
between training and testing data [18], [19]. These factors
should be considered when designing and evaluating DL-
based RFF systems to ensure their robustness and reliability
in real-world scenarios. Thus, the existing RFF techniques are
highly sensitive to channel and environmental factors such as
mutipath interference, temporal and spatial variations, etc.

Prior research has explored time-based fingerprinting tech-
niques that exploit timing imperfections in CPU clocks and
system components for device identification. Authors in [29]
demonstrated a method that times the execution of CPU in-
struction sequences and JavaScript APIs to fingerprint general-
purpose computers and web browsers. However, their approach
requires running code locally on the target device or remotely
through web APIs, and primarily targets timing sources in
high-performance CPUs and DRAM modules. Sánchez et
al. [20] employed behavioral fingerprinting to identify single-
board computers. They exploited the deviation between the
GPU and CPU cycle counters and employed XGBoost to
classify individual devices. However, their technique requires
physical access to the GPU and CPU cycle counter. In [21],
the authors employed programmable switches to introduce in-
network fingerprinting using standard packet metadata. How-
ever, it requires access to the programmable switches which
may not be possible in many cases.

In contrast, our work focuses on passive remote fingerprint-
ing of resource-constrained wireless IoT devices by analyzing
their over-the-air transmissions. We exploit unique hardware
imperfections in the internal clock sources of low-power
microcontrollers that get imprinted on the wireless signals
during clock-dependent operations like modulation. In [22],



[15]–[17] [20] [21] [22] [23]–[28] Our Work
Remote Fingerprinting ✗ ✗ ✓ ✗ ✗ ✓
No Physical Access Needed ✓ ✓ ✗ ✗ ✓ ✓
Robust to Environmental Factors ✗ ✓ ✓ ✓ ✗ ✓
Exploits Hardware Imperfections ✓ ✓ ✗ ✓ ✗ ✓
High Accuracy in Real-World Conditions ✗ ✓ ✗ ✗ ✗ ✓
Computational Complexity High High Medium Low Low Low
Effective Feature Extraction ✗ ✓ ✗ ✓ ✗ ✓

TABLE I: Comparative analysis of existing works and our proposed method.

authors presented fingerprinting technique that utilized electro-
magnetic emanations from the processor clock of simple IoT
devices without wireless interfaces. However, this technique
requires close physical proximity of the IoT device which may
not be possible in the real world.

Existing studies on data privacy for IoT devices include
the following: The privacy properties of IoT services are
discussed in [30]. A survey on the taxonomy for the security
and privacy issues of Bluetooth low energy (BLE)-based IoT
devices is presented in [31]. A survey on current progress
for privacy support in IoT blockchains is presented in [32]. A
study of privacy preservation strategies and solutions proposed
thus far in the literature, as well as the IoT levels at which
each solution addresses privacy and their resistance to privacy
breaching attacks, was carried out in [33]. In another work,
[34], the authors present a methodology for handling data
privacy preservation in IoT networks. The authors in [35] use
differential privacy to add noise to sensor measurements. Sim-
ilarly, differential privacy is used to protect location privacy
in [36].

The authors in [37] use a random disturbance mechanism to
provide location privacy. Redactable Signature Schemes (RSS)
were proposed to delete privacy-sensitive parts of the signed
data of IoT systems in [38]. However, this approach cannot
avoid the inherent uncontrollable variation. The authors in
[39] proposed deep learning models for privacy preservation
in healthcare IoT devices. The risk of sharing private data
by IoT devices is estimated in [40]. A hierarchical two-layer
and three-player game framework was used for data privacy
preservation in context-aware IoT applications in [41]. The
authors in [42], propose an IoT-cloud-enabled healthcare data
system incorporating a searchable encryption method with
forward privacy and verifiability. Most of the other existing
work on IoT privacy preservation use random pseudonym
identities [23]–[28]. A comparative summary of the methods
discussed above and their features are provided in Table I.

Although encryption and network-layer defenses continue
to be crucial, we contend that inherent and unalterable hard-
ware variations can offer an alternative method for device
fingerprinting. The rationale behind our methodology stems
from the imperative for integrated physical and logical pri-
vacy strategies, as the sole reliance on techniques such as
pseudonymity proves inadequate. Through the demonstration
of exploiting clock skew to identify devices, we uncover
concrete weaknesses in the privacy of IoT systems that encom-
pass both physical characteristics and higher network layers.

This highlights the significance of incorporating cross-layer
perspectives in the process of developing resilient privacy
safeguards.

The significance of conducting research at the conver-
gence of hardware imperfections and the pursuit of verifiable
anonymity is paramount, particularly in light of the increasing
integration of the IoT into critical infrastructure sectors. The
objective of our research is to enhance comprehension of
device-specific physical fingerprints and stimulate the devel-
opment of multi-layer privacy preservation strategies.

B. Contributions
A major security requirement for IoT devices is privacy, i.e.,

the source of data should not be traceable by an adversary.
In these types of attacks, an adversary should not be able
to identify or correlate packets from a specific IoT device.
The existing work on privacy concentrates on pseudonymous
identities, where an IoT device uses temporary identifiers
generated using random numbers. Despite being effective
at the network layer, these methods could be vulnerable to
physical layer attacks. In this paper, we show a physical layer
attack to identify IoT devices using modulated signals. In
particular, we exploit the variation in the internal clock of
microcontrollers to identify multiple packets from the same
source IoT device.

The overall operation of the proposed attack is shown in
Figure 2. The adversary sniffs wireless packets sent from
multiple IoT devices and then based on extracted features
(frequency peaks in this paper), the packets are separated
according to source using a JS-divergence based algorithm.
After a sufficient number of packets are accumulated from
a source IoT device, a machine learning based classifier is
trained. Consequently, the trained classifier is used to identify
packets from various sources.

This paper focuses on revealing a new type of attack on
the privacy of IoT devices. The proposed attack uses wireless
characteristics of transmitted signals, specifically frequency
peaks, to identify packets from a specific IoT device. The
major contributions of this paper are as follows:

i. Propose a JS-divergence based novel algorithm to separate
packets based on the source of the packets.

ii. Use machine learning models to train a classifier based
on the packets collected using the JS-divergence based
separation algorithm.

iii. Evaluate the effectiveness of the proposed attack using
actual hardware under ideal, simulated noisy, and real-
world scenarios.



Fig. 2: Overall operation of the proposed attack.

The rest of the paper is organized as follows: Section II
presents the network model and assumptions considered in
this paper. Section III outlines the threat model employed in
this paper. Section IV describes the proposed attack strategy.
Section V presents the experiment setup, while the experimen-
tal results are discussed in Section VI. The future research
directions are summarized in Section VII and Section VIII
concludes the paper.

TABLE II: Notations and acronyms.

Acronym Definition
IoT Internet of Things
BLE Bluetooth Low Energy
FFT Fast Fourier Transform
ML Machine Learning
SVM Support Vector Machine
ROC Receiver Operating Characteristics
JS Jensen-Shannon
SNR Signal-to-Noise Ratio
RFID Radio Frequency Identification
Symbol Definition
Sn(t) transmitted signal
An(t) amplitude of nth sub-carrier
ωn carrier frequency
θk(t) phase for the nth sub-carrier
fc Carrier frequency
Pb sub-carrier peaks for reference base signal
Pt sub-carrier peaks for test signal
A Vector containing peaks for the same device
B Vector containing peaks for the different device
N Number of samples
M Number of classes
µ Mean
w window size for inputs of JS-Divergence
σ Standard deviation

II. NETWORK MODEL AND ASSUMPTIONS

The network model considered in this paper is shown in
Figure 3. In this network model, we have two IoT devices
connected to a gateway through wireless links. The adversary
sniffs the wireless packets and tries to find similarities between
packets according to the source, i.e., the objective of the
adversary is to separate packets from Alice and Bob according
to the source.

The following assumptions are made in this paper:
i. Every IoT device uses a single internal clock source.

ii. The adversary can listen to the wireless channel and obtain
packets transmitted by all parties within the wireless
network.

iii. Every packet transmitted by an IoT device has a preamble.
This is a realistic assumption because every packet in
TCP/IP has a preamble [43].

III. THREAT MODEL

The adversary employs a cheap software-defined radio
(SDR) that can sniff packets over the air. The adversary does
not have direct access to the devices in order to tamper with or
hijack them. The adversary passively analyzes wireless signals
to track devices and invade their privacy. We assume that the
radio protocol meets public IoT standards [44]. Although the
attacker cannot decipher encrypted payloads, it can capture and
extract information from the physical waveforms. Threats from
remote passive wireless eavesdroppers are the main concern
of this research.

IV. PROPOSED ATTACK

LTE-enabled devices, such as smartphones and tablets are
already pervasive while LTE has become the standard for IoT
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device communication. LTE is designed to efficiently transmit
packets of information with low latency (a few milliseconds)
and includes modern communication technologies such as
Multiple Input Multiple Output (MIMO) and turbo codecs.
LTE is based on Orthogonal Frequency Division Multiplexing
(OFDM), with each subframe composed of multiple OFDM
symbols. LTE subframes have 72 to 1200 sub-carriers with
bandwidths ranging from 1.4 MHz to 20 MHz.

A time domain OFDM signal for each sub-carrier can be
represented with the following equation:

Sn(t) = An(t)e
j|ωnt+θn(t), (1)

where, Sc(t), Ak(t), ωk and θk(t) represent the transmitted
signal, amplitude, carrier frequency, and phase for the nth

sub-carrier. Although the amplitude and phase can vary from
symbol to symbol, they remain constant for a single symbol’s
duration. For N sub-carriers, the complex transmitted signal
is given by:

Ss(t) =
1

N

N−1∑
n=0

An(t)e
j|ωnt+θn(t)|, (2)

where ωn = ω0+n∆ω, while ω0 and ∆ω represent the carrier
frequency and sub-carrier spacing, respectively. Thus, this can
be viewed as a superposition of multiple sub-carrier signals
representing individual FDM signals.

A block diagram to generate each subframe of an LTE
frame is shown in Figure 4. We observe that the output relies
heavily on the carrier frequency fc, i.e., any jitter in fc would
be propagated to all the sub-carriers. A typical spectrum for
an OFDM signal is shown in Figure 5. This shows that any
variation in fc would in turn affect the sub-carrier peaks. To
classify incoming packets as coming from the same or dif-
ferent sources, we employ a hierarchical binary classification
approach that involves computing the distance between packet
feature distributions using the Jensen-Shannon (JS) divergence
[46]. JS divergence is a method of measuring the similarity be-
tween two probability distributions. It is a symmetric and finite
version of the Kullback-Leibler divergence (KL divergence),
which is a measure of the difference between two probability
distributions. The JS divergence ranges from 0 to ln(2), with
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Fig. 4: Block diagram for OFDM generation.

Fig. 5: OFDM signal frequency spectra [45].

0 indicating that the two distributions are identical and a value
of ln(2) indicating maximum divergence. A simple threshold
δ can then be used to classify the origin of the packets based
on the distance computation.

The algorithm for the proposed attack is summarized in
Algorithm 1 and the steps are as follows:

Algorithm 1: Proposed algorithm to detect packets
from the same source.
Input: Pb = [P1, P2, · · · , PN ]T , thresh,

Pt = [P ′
1, P

′
2, · · · , P ′

N ]T , A = ϕ, B = ϕ
1 I ←− JS divergence(Pb,Pt)
2 if I < thresh then
3 A =

[
A Pt

]
: H1 - Same Device

4 else
5 B =

[
B Pt

]
: H0 - Different Device

6 end
Output: A,B

1) Sniff a new data frame/packet and find the sub-carrier
peaks using the bandpass filter bank technique over a



specified window length [47]. Save the sub-carrier peaks
in a vector,

Pb =
[
P1 P2 · · · PN

]
. (3)

2) For each new data frame sniffed, do the following:
a) Calculate the sub-carrier peaks as before and save them

to a vector,

Pt =
[
P ′
1 P ′

2 · · · P ′
N

]
. (4)

b) Use JS divergence [46] to compute distance between
the distributions of Pb and Pt to test the following
hypothesis on P = [Pb Pt]:

H0: Higher JS divergence score. The elements of
P are random and belong to different sources.
H1: Lower JS divergence score. The elements of P
are not random, i.e., they are from the same source.

c) The null hypothesis H0 refers to the case in which the
distributions of the two vectors Pb and Pt have higher
statistical diversity and are therefore random, i.e., the
new packet is regarded as not coming from the same
source. The purpose of the JS divergence test is to
determine whether the sub-carrier peak distributions of
the current and prior windows are consistent. If distri-
butions are consistent, the JS divergence test rejects
the null hypothesis, and the new packet is considered
to come from the same source.

3) If the null hypothesis is rejected, save Pt in container A,
otherwise save it in B.

If the goal is to identify G distinct sources, then the above
steps can be repeated G− 1 times on packets stored in B.

To train an ML model to classify packets from different
sources, an attacker needs to first generate a training dataset,
i.e., separate packets coming from different sources. For this
purpose, the Algorithm 1 is employed for identifying packets
from the same source. However, it alone cannot effectively
classify the packets into their respective labeled classes. Con-
sequently, machine learning classifiers are utilized to perform
the classification task. Once the adversary accumulates a
sufficient number of packets from various sources, a machine
learning (ML) model is trained using this data. This trained
model can subsequently be employed to classify packets from
these sources in future instances.

V. EXPERIMENT DESIGN

This section describes the experimental setup and imple-
mentation details. The system model includes multiple trans-
mitter (TX) devices that communicate data to a single receiver
(RX) via a wireless channel, as seen in Figure 6. The TX
devices are simulated using software-defined radios such as
PlutoSDR and HackRF, which transmit an OFDM based LTE
waveform and have settings specifically designed for device
fingerprinting analysis. The RX device employs a PlutoSDR
that has been configured with automatic gain control and
matched filtering to record wireless signals.

The experiment is repeated under three scenarios.

1) Lab Environment (S1): In this scenario, we simulated
ideal conditions under controlled environment within the
lab as shown in Figure 6.

2) Controlled Noisy Channel Simulation (S2): To evalu-
ate the robustness of our fingerprinting technique under
adverse channel conditions, we simulated the whole ex-
periment within a controlled lab environment by adding
synthetic noise to the collected wireless signal samples.
Specifically, we considered two commonly used noise
models:

a) Additive White Gaussian Noise (AWGN): This models
the effect of thermal noise in the receiver circuitry. We
added AWGN noise with varying signal-to-noise ratio
(SNR) levels of 10dB to the received signal samples.

b) Rayleigh Fading: This models the multi-path fading
effects in wireless channels caused by reflections and
obstructions. We applied a Rayleigh fading channel
model with scale parameters of 1.0 to induce varying
fading intensities.

3) Real-World Scenario (S3): To evaluate our technique
in practical conditions, we repeated the experiment in an
open parking area with an unobstructed path between the
transmitter and receiver SDRs separated by 10m.

The wireless channel introduces various impairments, such
as path loss, fading, and noise. Despite these challenges, the
consistent hardware-based clock skew variations among TX
devices enable the identification of individual devices, even in
the presence of these channel effects. Figure 7 shows a block
diagram for the experimental workflow.

OFDM Waveform

TX-SDR RX-SDR

Fig. 6: Experimental setup.

A. Data acquisition

The experimental setup consists of one receiver (RX) and
multiple transmitters (TX). We used analog devices, ADALM
PLUTO® Software Defined Radios (PlutoSDR) as the receiver
and multiple PlutoSDR and HackRF One as transmitters. The
plutoSDR is based on the Analog Devices Highly Integrated
RF Agile Transceiver, AD9363. It has a homodyne or Direct-
Conversion Receiver (DCR) utilizing the same Local Oscilla-
tor (LO) for both RX and TX. The LO is used as the carrier
frequency fc. This fc is selected in the UHF band with an
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1860 MHz frequency value. The same fc and sampling rate
is used for all RX and TX modules. The same parameters are
used in every RX and TX module for consistency.

The HackRF uses a more stable crystal oscillator as it’s
clocking source and can be used to transmit and receive
frequencies from 1MHz to 6GHz. We used one RX-TX pair
for the data acquisition and repeated this process for all the
TX devices as shown in Figure 6. The TX transmits a pre-
computed LTE quadrature waveform with a 5MHz bandwidth.

For each device, we recorded 50× 106 time domain sam-
ples as training and testing disjoint datasets, which were used
for feature extraction as discussed next.

B. Feature Extraction

The collected samples are packaged in frames of 10,000
samples per frame, leading to a matrix of size 5, 000×10, 000.
These frames are used to extract features that are used to
train the ML classification models. The PlutoSDR employs a
Temperature-Compensated Crystal Oscillator (TCXO) that is
used to derive the master reference clock for SDR operations
and processing. Each SDR module has its own independent
TCXO i.e, an independent reference clock with a ±25 ppm
tolerance. Besides this, the hardware intrinsic also cause clock
variations that can be exploited to find module-specific charac-
teristics. As described in Section IV, the sub-carrier frequency
peaks are exploited to identify packets from the same source.
Thus, the sub-carrier frequency peaks are extracted as features
from the LTE waveform and then used to train the classifiers.

The sub-carrier peak frequencies are selected as features
because: 1) They directly relate to the internal clock source
generating the OFDM waveform since any variations in the
clock will manifest as shifts in the sub-carrier peak locations;
2) Hardware imperfections introduce uncontrollable variations
in the internal clocks across different device instances, caus-
ing the peak locations to shift uniquely for each device;

3) The highest magnitude peaks are most resilient to noise
and channel distortions compared to lower magnitude peaks.
Thus, the peak frequencies effectively capture device-specific
“fingerprints” arising from manufacturing imperfections in the
clock sources.

The frequency peaks are extracted per frame using an
FFT-based polyphase spectrum estimation method [47]. This
method uses an analysis filter bank to split the broadband
signal x[n] into multiple narrow subbands, y0, y1, · · · , yM−1

where M is the number of frequency bands in the filter bank.
After the broadband input signal is split into multiple narrow

bands, the spectrum estimator computes the power in each
narrow band using the equation 5. Each zi value becomes an
estimate of the power over that narrow frequency band, i.e.,

zi =
1

L

L−1∑
m=0

|yi[m]|2, ∀i = 0, 1, · · · ,M − 1 (5)

where zi is the power value of the ith band, and L represents
the length of the narrow band signal yi. The final output is the
matrix X of size 5, 000×M . The filter bank approach produces
a spectral estimate with a higher resolution, a more accurate
noise floor, and more precise peaks with low or no spectral
leakage [47]. The frequencies found in rows of X are ranked
according to their Received Signal Strength Indicator (RSSI).
The frequency components with the highest RSSI values are
used as features, i.e.,

f j
peak = argmaxN |RSSI(f j)|, ∀j = 1, · · · ,M (6)

where f j is the jth row of X, and RSSI(.) is the RSSI
of a given frequency obtained by spectral analysis of the
original signal. In this paper, the IoT devices are represented
by the PlutoSDR and HackRF, while the top N = 10 peak
frequencies are utilized as features. We observed that the
peaks deviate from one IoT device to another due to clock
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deviations caused by hardware manufacturing imperfections.
The spectrum analysis was performed using the DSP System
Toolbox of MATLAB® 2022a by Mathworks.

C. Supervised Learning Setup

The purpose of this experiment was to classify the packets
originating from the six test devices. Therefore, each classifier
was trained using six classes. We considered the most common
ML models, i.e., fine k-Nearest Neighbors (k-NN), Decision
Tree, Logistic Regression, Random Forest, and fine Support
Vector Machines (SVM) as classifiers for device identification.
Note that these classification models are not too complex and
can be used for multi-class classification. The dataset was
normalized to scale the feature values between 0 and 1. For the
k-NN classifier, the value of k was set to five. Additionally,
we used Euclidean distances and equal distance weights as
the distance metrics. We trained the decision tree classifier
using one hundred splits, with Gini’s Diversity Index (GDI)
used as the criterion for each split. For SVM, the RBF kernel
was used. All kernel functions use standardized data with a
box constraint level set to 1. A random forest classifier was
trained using the GDI criterion and 8 estimators. All these
models were trained and tested using Python’s Scikit-Learn
[48] library.

The dataset was split into training (75%) and test (25%) sets.
The training set was further split using 5-fold cross-validation
for tuning models’ hyperparameters. Once the models were
trained, their performance was evaluated on the held-out test
set using metrics such as accuracy, F1-score, precision, recall,
and AUC score. Confusion matrices were also generated to
analyze errors.

VI. RESULTS AND DISCUSSION

This section is divided into four subsections. In the first
subsection, we discuss the TX data generation process and
analyze the RX data signals for each device. In the second
subsection, we analyze the performance of the proposed Algo-
rithm 1 in terms of its ability to separate data packets coming
from different sources. In the third subsection, we use the
datasets generated using Algorithm 1 to train ML classifiers
and present their classification scores on the test datasets.

Finally, in the fourth section, we discuss the computational
complexity and analysis of the proposed algorithm.

A. Data generation

For prototyping purposes, the experimental OFDM frame
specifications were simplified from LTE. A 10 MHz spectrum
is utilized by the 64 sub-carriers as opposed to up to 20
MHz for LTE. Pilot tones and cyclic prefixes are two essential
elements that are kept in the simplified design. The objective is
to demonstrate device fingerprinting via clock skew as opposed
to testing against every potential LTE configuration. Note that
using a simplified waveform presents a lower bound on the
performance. An OFDM frame was created using the MAT-
LAB software. The frame consisting of 64 sub-carriers with a
total bandwidth of 10 MHz. The frame was then transmitted
using the PlutoSDR devices, which had a sampling rate of 10
MHz. The sub-carrier spacing was set to 156.25 kHz, with
11 sub-carriers designated as guard bands and 4 as pilots.
The input data bits were modulated using 8-point Quadrature
Amplitude Modulation (QAM). These settings were chosen to
be closest to the standard 10 MHz LTE waveform. Figures 8(a)
and 8(b) show the spectrum and OFDM sub-carrier mapping
of a single data frame, respectively.

Figure 9 illustrates the block diagram of the proposed
technique. The input RF data coming from the ADC is
sequenced into the Features Extraction Unit (FEU) to extract
peak frequency features from the data. The FEU calculates
frequency spectrum peaks as explained in V-B. As a proof
of concept, we utilize the data acquired in the laboratory
environment to analyze the features. Figure 10 shows the
number of unique frequencies found for each feature. We
observe that the first 4 features have the least number of unique
frequencies as compared to the rest and are thus consistent.
This is expected as, in the simulated OFDM frame, there
were 4 fixed pilot sub-carriers with constant unit amplitudes
as compared to the rest of the data sub-carriers. The lower-
variance features have an impact on fingerprinting because
they have a lower ability to distinguish between different
devices. The features with greater variance, however, have
more entropy to distinguish between devices. Although devices
1-3 show more unique frequencies than devices 4-6, we



observe that these are sufficient for identifying the devices
nonetheless.
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Fig. 9: JS divergence compute unit.
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Fig. 10: Number of unique frequencies found for each feature
in lab environment.

Figure 11 shows the empirical Cumulative Distribution
Function (CDF) of all the frequencies present in the overall
spectrum. The differences among the devices in CDF show that
they have slightly different frequencies, caused by the clock
sources of the TX and the RX. Since the RX is same for this
experiment, the difference can be attributed to the TX devices.
Note that PlutoSDRs utilize a temperature-compensated crys-
tal oscillator, while HackRFs use a crystal oscillator. TCXOs
are less stable than crystal oscillators; hence, PlutoSDRs’ lead
to larger frequency drifts. Due to their more stable clock,
HackRFs can pick up more frequencies at the lower end of the
spectrum, where signals are weaker. Because frequency drift
is less prone to miss weaker signals, HackRFs miss them less.

Figure 12 shows the frequency distribution for the six TX
devices within the 1857-1863 MHz band. The densities are
multi-modal, with each mode centered around a specific pilot
frequency. A density diagram illustrates the number of devices
found at each frequency. The four peaks shown in the graph
are due to the four pilot signals used in the waveform. Ideally,
we should not have anything in the graph except for the
four pilot frequencies but due to the clock variations, each
TX device generates a range of frequencies other than the
pilot frequencies. The more unstable the clock, the wider
the range of frequencies as shown in Figure 12. Although
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Fig. 11: Devices empirical CDF for the entire spectrum in lab
environment.
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the transmitted waveform was the same for each device, the
received frequency profiles are not the same, and thus, we
should be able to use these profiles as hardware fingerprints
for packet differentiation.

B. Performance Analysis

Once the feature matrix for the received packet stream has
been computed, we use the proposed algorithm to separate
packets coming from different devices. To do so, we pass
the computed feature frames (from laboratory environment
setting) to the JS divergence compute unit, which performs hi-
erarchical binary classification on the frames using Algorithm
1. A sliding window approach is used in the JS divergence
compute unit with a minimum stride of 1 frame. Each window
w has f frames, where F shows the total number of frames
of the data. If the incoming frames have a low divergence
score compared to the previously collected frames, it is likely
that they are coming from the same device. The divergence
algorithm calculates the probability that a test statistic will



Dev-1 PlutoSDR
Dev-2 PlutoSDR
Dev-3 PlutoSDR

Dev-4 HackRF
Dev-5 HackRF
Dev-6 HackRF

In
pu

t 2
:

0.08 0.058 0.047 0.034 0.023
0.36 0.35 0.35 0.35 0.35
0.36 0.34 0.32 0.3 0.28
0.67 0.66 0.67 0.67 0.66
0.67 0.67 0.67 0.67 0.67
0.66 0.66 0.66 0.66 0.66

Input 1: Dev 1

Dev-1 PlutoSDR
Dev-2 PlutoSDR
Dev-3 PlutoSDR

Dev-4 HackRF
Dev-5 HackRF
Dev-6 HackRF

In
pu

t 2
:

0.36 0.35 0.35 0.35 0.35
0.093 0.074 0.06 0.048 0.037
0.35 0.32 0.32 0.31 0.3
0.67 0.67 0.67 0.66 0.67
0.68 0.68 0.68 0.68 0.68
0.67 0.67 0.67 0.67 0.67

Input 1: Dev-2 PlutoSDR

Dev-1 PlutoSDR
Dev-2 PlutoSDR
Dev-3 PlutoSDR

Dev-4 HackRF
Dev-5 HackRF
Dev-6 HackRF

In
pu

t 2
:

0.36 0.34 0.32 0.3 0.28
0.35 0.32 0.32 0.31 0.3

0.075 0.054 0.042 0.03 0.019
0.66 0.66 0.66 0.66 0.66
0.67 0.66 0.66 0.66 0.66
0.66 0.65 0.65 0.65 0.65

Input 1: Dev-3 PlutoSDR

Dev-1 PlutoSDR
Dev-2 PlutoSDR
Dev-3 PlutoSDR

Dev-4 HackRF
Dev-5 HackRF
Dev-6 HackRF

In
pu

t 2
:

0.67 0.66 0.67 0.67 0.66
0.67 0.67 0.67 0.66 0.67
0.66 0.66 0.66 0.66 0.66

0.028 0.021 0.018 0.013 0.012
0.17 0.16 0.15 0.14 0.13
0.69 0.69 0.69 0.69 0.69

Input 1: Dev-4 HackRF

Dev-1 PlutoSDR
Dev-2 PlutoSDR
Dev-3 PlutoSDR

Dev-4 HackRF
Dev-5 HackRF
Dev-6 HackRF

In
pu

t 2
:

0.67 0.67 0.67 0.67 0.67
0.68 0.68 0.68 0.68 0.68
0.67 0.66 0.66 0.66 0.66
0.17 0.16 0.15 0.14 0.13

0.018 0.015 0.014 0.013 0.01
0.69 0.69 0.69 0.69 0.69

Input 1: Dev-5 HackRF

500 750 1000 1500 2500
Window Size

Dev-1 PlutoSDR
Dev-2 PlutoSDR
Dev-3 PlutoSDR

Dev-4 HackRF
Dev-5 HackRF
Dev-6 HackRF

In
pu

t 2
:

0.66 0.66 0.66 0.66 0.66
0.67 0.67 0.67 0.67 0.67
0.66 0.65 0.65 0.65 0.65
0.69 0.69 0.69 0.69 0.69
0.69 0.69 0.69 0.69 0.69
0.16 0.16 0.14 0.15 0.13

Input 1: Dev-6 HackRF

0.25

0.50

0.25

0.50

0.25

0.50

0.25

0.50

0.25

0.50

0.2

0.4

0.6

Fig. 13: Mean JS divergence scores.

be observed to be as extreme as or more extreme than its
observed value under the assumption that the null hypothesis
is true. These JS Divergence scores can be used to identify if
the incoming packets originated from the same source or not.

To verify the sensitivity of the JS divergence scores, we
computed the distance between input frames, coming from the
same or different devices, over window sizes between 50 and
250 frames (500 and 2500 samples, respectively). The mean
scores of this test are shown in Figure 13 and the histogram
of all raw divergence scores is shown in Figure 14. Figure
13 highlights that the JS divergence test was found to be
relatively insensitive to the window size used. The results
suggest that the window size has a minimal impact on the
divergence score. Moreover, the distribution of JS divergence

scores, as shown in Figure 14, is tri-modal (scores for frames
coming from the same vs. different devices) and has very low
overlap; thus, an appropriate threshold can be used here for
the binary classification problem.

To analyze the classification accuracy of Algorithm 1, we
used it to classify the received data from the three PlutoSDR
devices. The test was repeated using multiple window sizes
and various threshold levels. The results are summarized in
Figure 15. Figure 15 (a) shows the classification accuracy
with respect to the various thresholds used on the JS di-
vergence score highlighting the robustness against threshold
selection as a threshold of 0.1 - 0.3 (see Figure 13) would
give us around 99% accurate classification. Figure 15 (b)
shows the classification accuracy for various window sizes



TABLE III: Summary of the performance of different classifiers.

Precision Recall F1-score AUC-Score Accuracy
S1 S2 S3 S1 S2 S3 S1 S2 S3 S1 S2 S3 S1 S2 S3

Random
Forest

0.9650 0.9516 0.9981 0.9650 0.9516 0.9981 0.9649 0.9516 0.9981 0.9972 0.9948 0.9994 0.9650 0.9516 0.9981

Decision
Tree

0.9483 0.9396 0.9976 0.9483 0.9396 0.9976 0.9483 0.9396 0.9976 0.9738 0.9396 0.9980 0.9483 0.9396 0.9976

Logistic
Regression

0.4440 0.2900 0.5888 0.4498 0.2900 0.5888 0.4246 0.2900 0.5888 0.8127 0.7406 0.8385 0.4498 0.2900 0.5888

k-NN 0.5789 0.3259 0.8211 0.5656 0.3259 0.8211 0.5642 0.3259 0.8211 0.8584 0.7160 0.9171 0.5657 0.3259 0.8211
SVM 0.5789 0.3773 0.8669 0.5656 0.3773 0.8669 0.5642 0.3773 0.8669 0.9176 0.8145 0.9582 0.5656 0.3773 0.8669
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Fig. 14: Empirical distribution of JS divergence scores for all
window sizes and all devices.

with a constant threshold value. Increasing the window size
decreases the JS divergence score, as discussed above, hence
improving the classification. These results demonstrate that
the proposed algorithm is robust and does not require precise
tuning of parameters such as the window size and classification
threshold. It works effectively for a wide range of parameter
values.

C. Classifier Performance

The feature training datasets from all devices obtained using
Algorithm 1 were used to train multiple ML classifiers, and
their effectiveness is evaluated through various metrics such as
accuracy, F1-score, precision score, recall score, AUC score,
and confusion matrices. A summary of these metrics for
the different classifiers under different environment conditions
studied in this paper on test datasets is presented in the table
III.

We observe that the classifiers based on random forest and
decision tree classification models can identify an IoT device
with precision and accuracy of more than 96% for ideal closed
lab environment and 99 % in real-world scenario. Sampling
with the same precision, recall, and F1-score means that the
model classifies positive and negative samples with the same
accuracy, i.e., the ratio of true positives to false positives is the
same as the ratio of true positives to false negatives. This is a
desirable outcome, as it indicates that the model is correctly

identifying both positive and negative samples. However, the
logistic regression, k-NN, and SVM based classifiers have
significantly degraded performance on all of the performance
metrics. This performance degradation can be attributed to the
fact that our data is not linearly separable and the features are
correlated. If the features are highly correlated, it can lead to
multicollinearity, which can affect a model’s performance. The
data must be linearly separable in order for logistic regression,
RBF SVM, and k-NN to work. This means that a linear
boundary must be able to separate the data into various classes.
If the data is not linearly separable, these models may not
perform well. Thus, this shows that the nature of the data is
non-linear, and a linear classifier may not be appropriate.

A confusion matrix, which illustrates the true positives,
true negatives, false positives, and false negatives for each
of the three test IoT devices is provided in Figure 16 for
each of the classifiers. The confusion matrices summarize the
performance of the classifiers for lab environment. The deci-
sion tree classifier has the best performance among all. It has
only one misclassification, where it misidentified device 1 as
device 2. When compared to existing techniques, our approach
outperforms those referenced as [15], [16], and [22], which
reported accuracies of 96.4%, 95%, and 95.1%, respectively.
Additionally, our approach demonstrates robustness, as it does
not require close physical proximity to the victim device and
is independent of the wireless protocols used.

D. Computational Complexity

The worst case running time computational complexity for
the different stages of Algorithm 1 is as follows:

1) Feature extraction involves applying an FFT to the signal,
which is O(NlogN) for N samples [43].

2) Computing the Jensen-Shannon divergence between two
feature vectors x and y with length N is O(N) [28].

3) The threshold for comparison and classification is O(1).
Considering M packets and N sub-carrier peaks extracted,

the overall computational complexity can be calculated as
follows:

1) Inputs for the Algorithm 1 require calculating FFT. So
they have complexity of O(MlogM ·N)

2) Step 1 loops through set of feature vector P with JS-
divergence costs of O(N) for a total computational cost
of O(P ·M).

3) Step 2− 6 run in O(1).



(a) Accuracy vs multiple thresholds with a single window size
of 2500 samples.

(b) Accuracy vs multiple window sizes with a constant threshold
of 0.1.

Fig. 15: Binary classification: the data frames are classified into two groups: “same device” or “different devices”.
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Fig. 16: Confusion matrices for various classifiers.

Thus, the overall worst-case running time is given by
O(MlogM · N + P · M). Since P<M , it simplifies to
O(MlogM · N). This shows that the proposed attack can
be carried out with low computational complexity.

E. Ethical Considerations and Responsible Disclosure

While unveiling new security vulnerabilities plays a crucial
role in driving more robust and resilient system designs, it
must be done with prudence to prevent potential misuse by
malicious actors. We understand the weight of responsibility
that comes with disclosing attack methodologies against de-
vices used in critical infrastructure sectors like IoT devices.

From an ethical standpoint, our intention is not to aid nefar-
ious purposes, but to raise awareness about hardware-based
fingerprinting vulnerabilities that could severely undermine
user privacy. By responsibly disclosing our findings through
this publication, we aim to initiate an open discourse and
prompt the research community, industry practitioners, and
policymakers to prioritize the development of multi-layered
defenses.

To mitigate potential misuse risks, we have anonymized all
sensitive information related to specific device configurations
and omitted low-level implementation details that could enable



straightforward recreations of the attack. Furthermore, Section
VII include possible defenses and mitigation techniques for
this attack to be explored in future.

VII. FUTURE DIRECTIONS

While this work highlights a fundamental vulnerability
arising due to hardware imperfections, there are several po-
tential strategies that could be explored to defend against such
privacy attacks. Since the attack relies on uniqueness in clock
characteristics, introducing intentional dithering or obfuscation
of the clock signal could help mitigate device fingerprinting.
However, this may impact timing-sensitive operations.

Clock calibration and controlled jitter injection are two
suggestions to counteract fingerprinting attempts by adver-
saries that use clock variations. PUFs could reduce hardware
signature leakage while improving synchronization protocols
to allow for more accurate device clock alignment. The data
that can be accessible for fingerprinting can be limited using
a variety of methods at the PHY, MAC, and network levels.
Moreover, engineering absolutely identical hardware behavior
across devices will remain an open challenge.

Applying physical layer transformations like Direct Se-
quence Spread Spectrum (DSSS) or frequency hopping could
distort the sub-carrier peak locations and make fingerprint-
ing more difficult. Redesigning wireless protocols to avoid
long preambles and minimize imperfection-based modulations
could reduce fingerprinting vulnerabilities at the cost of in-
creased overhead. Processing data locally and sending obfus-
cated/encrypted data over wireless links could prevent privacy
leakage from physical signals. Combining multiple techniques
like obfuscation, shielding, and edge computing could provide
stronger multi-layered defenses against fingerprinting.

VIII. CONCLUSION

This paper presented a new way to attack the privacy of
IoT devices. The proposed attack exploits the variation in
the internal clock of microcontrollers to identify the source
of packets using statistical diversity among the sub-carrier
frequency peaks. The diversity among successive packets is
determined using the Jensen–Shannon divergence. Once the
adversary gathers sufficient data packets, it uses them to train
a machine learning classifier. We demonstrate the effectiveness
of the proposed attack using an experimental setup consisting
of PlutoSDR and HackRF nodes. Experimental results show
that the proposed attack can identify the source of a data packet
with approximately 100% accuracy.

To the best of our knowledge, this is the first work which
uncovers the vulnerability of using hardware imperfections in
the internal clock of IoT devices. However, this paper also
demonstrates device fingerprinting through clock skew analy-
sis, opening up future applications in authentication, counter-
feit detection, and surveillance. Our results also demonstrate
the need for cross-layer privacy mechanisms. Further research
can explore exploiting hardware imperfections for security
goals while also guarding against potential privacy violations.
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