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Abstract—In this paper, we propose a broadcast-based neighboring sensor nodes for data packet transmissiofB4]—
receiver-initiated  low-delay ~wake-up radio (RI-LD-WuUR) A sensor node receives WuUC through its WuR. In receiver-
Medium Access Control (MAC) protocol for wireless sensor jnitiated WuR (RI-WUR) and receiver-initiated consecativ
networks. RI-LD-WuR MAC improves delay and energy- Ny
efficiency by reducing the packet collisions. We reduce the packet transmls§|on WUR (RI-CPT-WuR) MAC prqtocols (61,
packet collisions by reducing the contention during channe ONn WUC reception, a sensor node wakes up its MR for
access. We design a new cycle structure and divide the nodeschannel contention if it has a data packet to send. In RI-WuR
into K" groups to decrease the contention during channel access.MAC, a node needs to win the channel access competition
We propose an algorithm to_determine the value ofK' that pafore the transmission of each of its data packets. Unlike

provides the lowest delay. To evaluate the performance, we .
develop a discrete-time Markov-chain (DTMC) model and RI-WUR MAC, in RI-CPT-WuR MAC [6], a node can send

drive expressions for packet delivery ratio, average eneyg Multiple data packets one-by-one consecutively after wgni
consumption per transmitted data packet, and delay. Numegal the channel access competition. As a result of this feature,

results demonstrate the superiority of the RI-LD-WuR MAC jn RI-CPT-WuUR MAC, packet collisions reduce due to a
protocol. reduction in channel access competition. With a decrease in
Index Terms—Delay, energy-efficiency, medium access control packet collisions, both delay and energy-efficiency improv
(MAC), throughput, wake-up radio, wireless sensor networls.  due to a reduction in packet retransmissions. RI-CPT-WuR

MAC provides lower delay and higher energy-efficiency in
. INTRODUCTION comparison to RI-WUR MAC. In RI-WuR and RI-CPT-WuUR

THE advent of 5G has brought high data rates and massp\?é‘c protocols, on WuC reception, all the sensor nodes that
connectivity in wireless communication [1]. As a result o ave a data packet contend for channel access at the same

this, the Internet-of-Things (1oT) coupled with wirelegsisor time. It .I.eads to packet collisions due to high channel aeces

networks (WSNSs) are being used for developing smart appﬁgmpfr?itslorgaper we propose a broadcast-based receiver

cations, e.g., smart grid, smart cities, intelligent awton, . .. ’ . i
! 9 gn res, Inetig initiated low-delay WUR MAC (RI-LD-WuR MAC) proto-

etc. [2]. In such applications, sensor nodes detect thetgve .
of interest and report the sensed data to the sink no&gl for WSNs. RI-LD-WUR MAC improves both delay and

Then the collected data is processed and analyzed to mSQgrgy-eLﬁueS:_:y by redduc_mg the C?metm'or durtlrr:gt chartm_e
a decision or to extract valuable information [2]. In man¥ lo access. For tis, we design a cycle structure that contains

N .. . K equal-size time segmen(§Ss) for data transmission and
applications, energy-efficiency and low event-reportiegag one qTS for WuC Wegthen (parti)tion the sensor nodes idto

are the two crucial requirements. Therefore, due to lowgner | i si d allow th d o
consumption in idle listening and overhearing, a wake-gjora (almost) equal-size groups and afow 'e nodes o oup
0 fransmit their data packets only in tie TS. Further, as in

(WuR) enabled sensor node is the most suitable choice a\% .
detection station. A WUR enabled sensor node contains t J)'CPT'WUR MAC [6], we allow a node to send multiple data

radios: one WUR and one main radio (MR). The function gjackets one-by-one consecutively after wining the channel
WUR i to wake up the MR on wake-up call (WuC) receptiofcceSS competition. We propose an algorithm to determine

for data packet exchange. A WUR consumes 1000 times lo value of K that provides the lowest delay. To evaluate

power than that of the MR [3]. Idle listening occurs when th& < performance, we develop a discrete-time Markov-chain
WUR/MR is active in the receive mode but the channel has TMC) model and derive the expressions for packet delivery

ongoing transmissions. Overhearing occurs when a nods piéﬂt'o (PDR), average energy-consumptlon per transmitéed d
up packets that are destined to other nodes. packet (AEC), and delayD). Numerical results show that
In broadcast-based receiver-initiated WUR MAC protoczi)ls,RH‘D'WUR MAC outperforms RI-WuR MAC and RI-CPT-

receiving node broadcasts an unaddressed WuC to wake u R MAC W'_th a S|gn|f|cant margin in terms of PDR), ?”d
AEC. We believe this is the first attempt to apply the idea of
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2) For performance evaluation, a DTMC model is develvatchdog to wake up only the nodes on the communication
oped and closed-form expressions are derived for PDpath by sending an unaddressed WuC in a hop-by-hop manner.

D, and AEC. In [13] and [21], CSMA/CA based schemes are proposed to
3) An algorithm is developed to determine the number @void WuC collisions. Further, in [22], WuCs and data pasket
groups(K) corresponding to the minimum delay. are transmitted using two distinct data rates to avoid siolfis.

The rest of the paper is organized as follows. In Section I, In literature, receiver-initiated MAC protocols are ewatied

we briefly discuss related work in this area. We descrifBrough discrete-event simulations and analytical models
the RI-LD-WUR MAC in detail in Section IIl. In Section [23], Duan et al. developed an analytical model to study
IV, we describe our proposed DTMC model in detail anthe System saturation throughput and power consumption of
obtain expressions for PDR, AEC, atl calculation. In this RI-MAC under a star topology. This model is developed
section, we also describe the algorithm proposed for optimi@ssuming that a node can transmit only one data packet
K determination. In Section V, we compare the performan€8 success in channel contention. In [24], Guntupetlial.

of RI-LD-WUR MAC with RI-WUR and RI-CPT-WuR MAC developed a DTMC model to analyze RI-MAC’s performance,

protocols in terms of PDR, AEC, anB. Finally, Section VI considering that a node can transmit multiple data packets
concludes this paper. on success in channel contention. In [6], Guntupeilial.

developed DTMC models for performance analysis of RI-
WuR MAC and RI-CPT-WuR MAC protocols. They used the
II. Related Work solutions obtained from DTMC models to derive closed-form
In recent years, WuUR enabled WSNs are increasingixpressions for throughput, delay, packet reliabilityoraand
gaining popularity due to lower energy consumption in idlenergy consumption analysis. In [25], Aoudit al. devel-
listening and overhearing than traditional duty-cycledCJD oped an absorbing Markov chain model to analyze TI-WuR,
WSNSs [3], [7]. However, overhearing and idle listeninglstilconsidering that the number of failures follows a geometric
happen in the existing WuR MAC protocols when two odistribution. In [12], an M/G/1/2 model was developed for
more nodes compete with each other for channel accessrformance analysis of CCA-WuUR, CSMA-WUR, and ADP-
In addition to this, delay and energy-efficiency of existingVuR MAC protocols.
WuR MAC protocols degrade due to packet collisions during
channel contention. The existing WuUR MAC protocols can be [1l. RI-LD-WuR MAC Description

divided into two parts: receiver-initiated (RI) [6], [Bfl] and | this section, we describe our proposed protocol RI-LD-

transmitter-initiated (T1) [12]-{18]. Receiver-inited MAC \yyR MAC in detail. Table | describes the notations used in
protocols can be further divided into two parts: broadcasis paper.

based [6], [11] and address-based [9].

RI-MAC [11] is the most representative receiver-initiated TABLE |: DESCRIPTION OF NOTATIONS
MAC protocol, designed to improve the throughput and mini-
mize the power consumption in a duty-cycled WSN. When Notation Description
the RI-MAC is applied to the WuUR enabled WSNS, it is| SIFS/DIFS | Short/distributed inter frame space
referred to as RI-WuR MAC [6]. In RI-WUR MAC, a node | 7 Transmission duration of X €
can send at the most one data packet on success in charnel {DATA, ACK, WuC, GROUR
contention. Unlike RI-WUR MAC, in RI-CPT-WuR MAC [6], | W Number of time slots in contention window (CW)
a node can send multiple data packets on success in chanpél Duration of one CW slot
contention. RI-CPT-WuR MAC provides low delay and high| St #™ sensor node wheree [1, N])
energy-efficiency than RI-WuR MAC. This indicates that gela | i * Power consumption of MR in transmission
and energy-efficiency improve with a reduction in channel 2" Power consumption of MR in reception
access competition. Further, in RI-WuR and RI-CPT-WuR PJ% Power consumption of MR in sleep
MACs, a node is allowed to transmit data packets wheneverpr? Power consumption of MR in idle listening
it finds the medium idle. Therefore, in a single-hop WSN, al[ P/Y«£ Power consumption of WuR in reception
N sensor nodes can compete for channel access at the sgme} = Power consumption of WUR in idle listening

time to transmit their data packets. This results in pertoroe
degradation due to high channel access competition. Also
indicates that packet collisions increase with an increzse
N. A. Network Model and Assumptions

Unlike RI-WuR and RI-CPT-WuR MAC protocols, In typical loT data reporting and collecting scenarios, a
DoRa/DC-DoRa [8] uses separate channels for WuC broadcsisk node receives sensed data from multiple sensor nodes.
and data transmission. Similar to DoRa/DC-DoRa, CMACherefore, as in [6], [12], [14], [26]-[29], we consider aister
[19] also uses a separate channel to send WuC and follogfsN sensor nodes that send packets towards a common one-
backoff (BO) before a WuC transmission. In [9], Aoudda hop away sink nod€S). The network model considered in
al. studied multi-hop WuUR networks and proposed a relais paper is shown in Fig. 1 whef®, 1 <t < N, denotes the
selection technique to reduce the false wake-up. For a sitfi-sensor node. In Fig. 1V sensor nodes can be viewed as
ilar reason, ZeroMAC [20] utilized a radio frequency (RFXhild nodes of S.



RI-LD-WuR MAC is developed assuming that 1) each sefsROUP packet.
sor node contains one WuUR and one MR; 2) a unique number
is assigned to each sensor node as its address [fioni]; _ _
and 3) there is only one channel through which both data aht@0rithm 1 Following steps are followed by a nodg, to
WUuC are transmitted by switching the antenna configuratidfpdate its LT on GROUP packet reception from nddle
dynamically. 1: Definitions:

Rx_GN: GN in the received GROUP packet

GN[S.][Sv]: Su's GNin S,’s LT

node GN[S,][z]: Number of nodes of GM in S,,'s LT
. Initializations: x < 0, andy < 0

% Step 1: Add/updateS,’s GN in the LT %
- if S, ¢ LT then

GN[S.][Sv] < RX_GN
else

x < GN[S,][Sy]

if z # Rx_GN then

GN[S.][Sv] < Rx_GN

end if
end if
% Step 2:Update number of nodes of GNsand Rx GN
in the LT %
if x ==0 then

node GN[S, ] [RXx_GN] < node GN[S,][Rx_GN]+1
else ifx #+ Rx_GN AND z > 0 then

node GN[S,][z] < node GN[S,][z] -1

node GN[S, ] [RX_GN] < node GN[S, ] [RXx_GN]+1
end if
% Step 3:.59, updates its GN in the L%
Find ! such that nodeGN[S,][!] < node GN[S,][m]
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Fig. 1:lllustration of a WuR enabled WSN cluster wifii contending nodes
plus one sink node as the common receiver.
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B. Grouping of Nodes
In this section, we propose a technique to partition th&’:

sensor nodes intd{ equal-size groups in a WuUR enabled
WSN. Our proposed technique is motivated by the techniqué

adopted in [30] to partition the sensor nodes iAtequal-size 19
disjoint sets (DSs) in a WSN. In our proposed technique, wa®:

maintain equal sensor nodes of each group in the neighbdrhad

forall me{1,2,...,K}/{l}
ty < GN[S,][Su]
if node GN[S,][y] -node GN[S,][!]>1 then
GN[S,][Su] <1
end if

of every sensor node. To achieve this, we consider that each % Step 4: S, updates number of nodes of GNlandy

sensor node maintains a Lookup Table (LT) that initially

contains its address and group number (GN). GN of eaég:

in the LT %
if node GN[S,][y] -node GN[S,][!]>1 then

sensor node is initialized with a randomly chosen integ@®: Nnode GN[S,][y] < node GN[S,][y] -1
number from the interva[l, K]. We use a packet named24: nodeGN[S,][!] < node GN[S,][I] +1
GROUP that contains the sender’s address and GN. 25: end if

Initially, S broadcasts a GROUP packet containing &M\
A sensor node receives the first GROUP packet throughStep 2: In Step 2 S, updates the number of nodes of
its WuUR. After that, it wakes up its MR and broadcast&Ns Rx GN and z in the LT. S, increases the value of
a GROUP packet once everf?G seconds. A sensor nodenode GN[S,][Rx _GN] by 1 if z #+ Rx_GN. It decreases the
follows back-off (BO) and clear channel assessment (CCAglue of nodeGN[S,][z] by 1 if z #+ Rx_GN andz > 0.
before transmitting a GROUP packet. Each sensor noHere, notation nodé&sN[S,][z] denotes the number of
broadcaster GROUP packets. Further, a sensor node followsodes of GNz in S,,’s LT wherel < z < K.
Algorithm 1 to update its LT whenever it receives a GROUBtep 3:In Step 3 S, first determines the GN that has the
packet. In Algorithm 1, we describe the process assumingnimum number of nodes in the LR, sets its GN equal
that nodeS,, received the GROUP packet broadcast by node ! if node GN[S,][y] —node GN[S,][!] > 1. As a result
S, wherel < u,v < N andu = v. S, follows the following of this, the difference in the number of nodes of GNendy
four steps to update its LT. reduce in the LT. In this ways, maintains an equal humber
Step 1:In Step 1, S, first checks whethe§,, exists in its LT of nodes in each GN in its LT. (Hereg, denotesS,’s GN in
or not. S, addsS,’s GN in its LT if S, does not exist in the its LT before reception of the most recent GROUP packet.)
LT. Further,S, updatesS,’s GN in its LT if S, exists in the Step 4:In Step 4 S, updates the number of nodes of GNs
LT and z #+ Rx_GN. Here, RxGN denotesS,’s GN in the y and! in the LT. S, increases value of nodéN[S,][!]
most recently received GROUP packet. In caserof 0, x by 1 and decreases value of no@N[S,][y] by 1 if
denotesS,’s GN in S,’s LT before reception of most recentnode GN[S, ] [y] - node GN[S, ][] > 1.




Step 1: It wakes up at the expiration of it§] seconds timer
Thus, using Algorithm 1, node5, maintains an equal and sets a new timer forand (W) - o + DIFS seconds.
number of nodes of each GN in its LT. In this way, one-hoplere, rand(1W) denotes the randomly chosen number from
neighbors of each sensor node are partitioned Kt@lmost) the interval[0, W - 1].
equal-size groups. As a result of thid] sensor nodes are Step 2: It starts sending its data packets to sink S if it did not
partitioned intoK (almost) equal-size groups. Further, as isense any ongoing communication till the expiration of its
[30], we setTG > N - (Tgo + Tcea + Terour) Where Tgo and timer. After sending data packets, it goes in the sleep .state
Tcca are BO and CCA durations, respectively. Furthermor@\ote that the wake up and sleep states apply only to MR.)
we performed extensive ns-2.35 based simulations to estim&tep 3: It goes in sleep state and follows the same process
« in a WUR enabled WSN. As in [30], it is noted that the sizeim the next cycle if it failed in channel contention or its aat
of all K groups are almost equal in casewf 6. Therefore, packet collided with any othe®; node.
we choosea = 6.0 to minimize the energy-consumption in
the group number assignment process. Hereafter, we use thote that nodes of; can transmit their data packets only in
notationsG;, N;, andS;ﬁ to denote the™ group, total number the TS of a cycle. As a result of this, packet collisions reduce
of nodes inG;, and;j" sensor node of;, respectively, where due to a reduction in channel access competition. Moreaver,
ie[1,K]andj € [1,Ni]. It can be noted thalV = ¥, N;.  node ofG; wakes up at the expiration of it seconds timer
only when it contains a data packet to send. Otherwise, it
remains in the sleep state during the entire cycle. Thisressu
gmt there is no false wake up.
®DTP is illustrated in Fig. 3 for the case df = 15, K =
n=2andN; =3 forall 1 <i< K.We assume that
S3, and S? do not have a data packet to send. (Recall
that notationS;'- denotes thej** sensor node of7; where
1<i< K andl < j<N,) In Fig. 3, DTP is illustrated for
the nodes of3. As can be noted in Fig. 3, botk and S3
wake up at the expiration of their; seconds timer for channel
contention. NodeS; remains in sleep state on if§ seconds
timer expiration due to its empty queue. Nodé failed in
channel contention and goes in sleep state. On the other hand
on success in channel contention, ngtfesends its two data
packets to node S. After that, nod& goes into the sleep
state.
Note that only two node§S; andS3) compete for channel
access at the same time. On the other hand, in the case of

C. Cycle Structure and Synchronization Technique

In this section, we describe the cycle structure that a no
follows in RI-LD-WuUR MAC whenever it starts transmit-
ting/receiving a WuC. We also discuss the technique adoptg’g
to synchronize the wake up time instantsgfnodes on WuC 1
reception.

Cycle Structure: As shown in Fig. 2, we divide the cycle
duration TeycLe into K +1 TSs. For0 < I < K, we use the
notations TS and T, to denote the™ TS and its duration,
respectively, where ;T = T = (Tcycle—To) /K for all
1<i < K. Further, we assign T;S0 the nodes of7;. A node
of GG; can transmit on an averagedata packets in TSvhere
n= {(Ti -DIFS-W - 0/2) / (TDATA +2-SIFS+ TACK)]-
Synchronization Technique: At the beginning of Tg, node
S starts broadcasting an unaddressed WuC. AllXhsensor
nodes receive this WuC through their WuR. Rot i < K, on

WuC reception, each node 6f; sets a timer fofl] seconds
where T/ - Z;;%J T, - Twue. Note thatT!! denotes the time RI-WuR and RI-CPT-WuUR MAC protocols, twelveN - 3)

interval between the time instant when, T&®arts in the current nodes compete for channel access at the same time. In this

cycle and the time instant when the node received the WuC. o RI-LD-WUR MAC reduces channel access competition.

ensures that the timer of alf; nodes expires at the beginningA‘S at resultdof tthls, _bOth dlfl?y e}lnd energy-efficiency improve
of TS;. In this way, we synchronize the timer expiration instarﬂue 0 a reduction in packet collisions.

of eachG; node, with the beginning of T,Susing the WuC

broadcasted by S in the §S IV. Modeling and Performance Analysis
In this section, we develop a DTMC model to evaluate the
Teveie performance of RI-LD-WuR MAC. For this, we arbitrarily
TS, TS, TS,——> TS, > select a node ofG; as the reference nod€RN) where

1<i< K. As in [32]-[34], in our DTMC model, we assume
that 1) each sensor node generates data packets indeggndent
following a Poisson process with a rate bfpacketgsecond,

2) a sensor node can store at the m@spackets in its first-
in-first-out (FIFO) queue, and 3) the channel is ideal withou
channel fading and capture effect. However, our model can

D. Data Transmission Process (DTP) be easily extended for an error-prone channel following the
In this section, we describe the steps that a node gfocess given in [6].

G, follows for data packet transmission in the ;T®here
1<i<K.

Fig. 2: Cycle structure that the nodes follow in RI-LD-WuR MAC.

A. Analysis of the MAC Process of RI-LD-WuR MAC

IHere, we do not consider the propagation time [31], recapiime [31], Let pys, piis Pss, andp.,; denote the probabilities that

and receive time [31] as their sum is very small and almostestimall the . .
N nodes. Moreover, the sum of propagation time, receptioe,tand receive the node RN senses the channel bUSY* transmits data (W|th

time is very small in comparison to SIFS and DIFS. or without collision), transmits data without collisionna
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transmits data with collision, respectively. As shown im.Fi Pop=0;len+1,Q], me[0,l-(n+1)]
3, at the most one node @; can send its data packets in . o1
a cycle when two or more nodes 6f; have data packets toWherij =1- Zw=_0 Bﬂ?' Let m; = [mo,; ™, ... mg,] denote
send at the beginning of T®f the cycle. Lety,, denote the the stationary distribution of; ; = Prig =1}, (1<[0,Q]). The
probability that RN andh; « [171\71’ - 1] other nodes of7; solution of thls_DTMC is obtained by solving;P = 7; and
have data packets to send in the same. Then, mie =1 wheree is a column vector of ones.

Vh, = (Ni - 1) (1 —wo,i)’”’ ~7r071-1\77“hi‘1 C. Packet Delivery Ratio (PDR)

hi
h s th bability that th ¢ dedh We define PDR as the ratio of the number of data packets
}’;’ eerrnep@lwlr?en ?t 2rrie?s Iitlsy'lgsg ev:r;lcjz;clzjli ot a node received by the sink per cycle to the number of data packets
Given thath; (e [1,Ni - 1]) nodes are contending togethegenerated in the network per cycle. Hence,

with the RN, the probabilitg/ that the RN wins the contention S N (L -m0.4) psi (X051 Gy + Z?:nn ")
is th, = XL - (W)™, the probability that the RN D= NN Tovels
successfully transmits a packetsig, = Y% " - - (YL )h (1)

anv(g_tlhelprobabnl‘%/itlh%ti the RN senses the ch%rj_nlel busy is where(1 - o ;) ps.i- Z(,‘-’?:n n-m;,; denotes that a node 6%,
Yio W (1 - (%) ) Therefore,p,; = ¥, v * this  can transmit at the most packets in a cycle if it wins the
Ps.i = Zth;_Ol Vi Shi Dbsi = Zth:_ol Vi by @NApe i = pri—Pa.i- contention for channel access.

B. DTMC Model for RN with Infinite Retransmissions D. Delay Analysis

Let random variable; (¢ [0,Q]) denotes the stationary e define the delayD) of a data packet as the time spent
Then, as shown in Fig. 4, the DTMC model formedphas the average time spent by a data packet in the queue of the RN.

@ +1 states in total, each of which represents the number pf gepends on the queuing del&, ;) and the contention
data packets in the queue of the RN at the beginning of Tejay (D ;), and is given as ’

RN'’s state may change in between the beginning of succes-
sive TSs, corresponding to the state transitions in the DTMC D;=Dgq,i+Dc,- 2

model, due to following events: RN receivéspackets with Here, D, is defined as the time interval from when the

- e’)‘TCYCLE()\T )k . . . .
probability B), = ——— === and transmitsnin (¢,n) packet is one of the first data packets from the head of

whereP, ,, is the probability thain data packets are found in

the queue at cyclétl, conditioned on finding data packets Dei=Tevee: Y (1+1)-(1 o) Pas
in the queue at cyclé. These transition probabilities are given 1=0
as, Dg.; is defined as the time interval from when the packet
Pom =B me[0,Q-1] enters into the queue to the packet becoming one of the first
’ n packets from the head of the queue. Henbg,; is given
Pon _ BQ as,
51 52
Dqgi=Dci- ), j- mif (1 -7qQ),
Pl,m:ps,i'Bm+(1_ps,i)'Bm—l; le [Ln]a me€ [laQ_l] @ ’ J:Z% l:mafz(:j'nvo) ’ /( ¢ )
Prm = Pes - Boton + (1=psi)- Bonis whered; = | <] anddy = min ((j+1) -n-1,Q - 1). Thus,

D, can be obtained by pluggin@c; and Dg; into (2).
te[n+1,Q-1], me[l,Q-1] Hence,D is given as
~ A K
B,m:ps,i'BQ‘F(l_ps,i)’BQ*l; ZE[I,TL], m:Q D:M (3)
K
Pl,m =Ps,it BQ—I-HL + (1 _ps,i) ' BQ—I;

len+1,Q-1], m=0Q E. Energy Consumption Analysis

In each cycle, the RN receives WUC during the, TShe
RN wakes up at the beginning of T8 a cycle only when it
has a packet to send. Further, the RN can send upp@ackets
to S if it succeeds in channel contention. Otherwise, the RN
goes in the sleep state and tries for the same in the next.cycle
Let E¢, E¢, and E? denote the average energy consumed by
Bim = Psi- Bm-tsn; L€ [n+1,Q], me[l-n,l-1] the RN’s MR in case of successful transmission, collisio a

Po.g =Psi Bn+ (1-psi),

Pl,m:ps,i'Bm; lE [1,71], mG[O,l—l]



failure in channel contention, respectively, in a cycleeih
E?, E¢, and E? are given as

B =pai- (A PR+ g PMP 4 (Ag+ Ay)- P,

MR
P'dle

Ef = pei- ((Aa+A5)- P+ Ao - Py )

and

MR
P’dle ’

3

El=pyi-Ar-

respectively. HereA, = (1-mo;) - Tpara - Xy - Tjis
Ao (1-mo:) + Tack - XjaJj T As
(1-m0) - SIFS - £71(2) - 1) mji Aa = (1-moy) -

(¥ .-0+DIFS), As = (1-mo;) - (SIFS+Tack),
AG = (1—7T07i) . TD.ATA’ and A7 = (1—7‘1’0,1‘) .
(DIFS+ L) s iy 3G -1+ 1)-0).

Let E; be the total energy consumption of RN in a cyclel4:

Then, E; is given as

E; = Twuc - PY"E + (Toyore - Ag) - Psz]\ig; +Ag - Ps‘%gf
(4)
+ B} + Ef+ EY + (Teyere - Twae - As) - Pi®

where Ag = Dsyi* (Al + AQ + Ag + A4) + Db,i A7 + Deyi *

(A4 + As + Ag) is the average time spent by the RN's MF

in the active state per cycle. In (4), termi%y,c - P/V4E,

(Teyere — Twue — As) - PL‘;?R, and Ag - P;?;Zf denote

average energy consumed by RN's WuR in WuC rece

tion, idle listening, and sleep, respectively, per cyclernis
(Toverr - Ag)-PYE and ES + ES + EP denote the average

sleep

energy consumed by the RN's MR in sleep and active sta >~

respectively, per cycle. Thus, using (1), AEC is given as
Y Nj-E;

AEC = .
PDR-N-\-ToycLe

(®)

F. Optimum K Determination

We define the optimumK (K*) as the value of
K that provides the lowestD for the given values of

TeyeLe, A, @, andN. We propose Algorithm 1 to determine

K*. In Algorithm 1, we varyK from 1 to N in steps of 1.
Note thatK = 1 and K = N indicate N; = N and N; = 1,

respectively, for alll < < K. For each value of{, we first
calculatep, ;, 7;;, and D; wherel <i < K and0 < j < Q.

Then we determiné using (3). We use variables and K*

to store the minimumD and correspondinds, respectively.
Both v and K* are initialized with 0. ForK = 1, we update
K* and~ with 1 and correspondind, respectively. After
that, we updatey and K* only when theD corresponding to
K =j is less thany where2 < j < N. In this way, Algorithm
1 provides the value of{ corresponding to the lowedd as
K*.

Algorithm 2 Optimum K (K*) determination.
1: Initializations: v < 0, andK* < 0
2: Input: TeycLg, A, @, andN
3 for K< 1:1:N do

4: D<«0
5: Calculate T = (TCYCLE - To) /K
6: Calculaten = [(T; - DIFS-W -0/2) Ju]
(Where w=Tpara+2- SIFS+ TACK)
for i< 1:1: K do
Calculatep, ; andr;; Vj € [0,Q]
(using DTMC model)
9: CalculateD;
10:  end for,
11: D« %
122 if (¥ >0AND D <~) OR ~==0 then
13: vy« DandK* « K
end if
15: end for

16: Output: K~

40

—>— Simulation

oV

o Model

Fig. 5: variation in D with K.

Fig. 5 shows variation irD with K in case ofTcycrg =
1.0s, @ = 10.0, A = 1.0 packet/second, ani¥ = 30. It is to be
noted thatK™ = 6. In Fig. 5, for K < K*, D reduces with an
increase inK. For K > K*, D increases with an increase in
K. Note that, forK < K*, D reduces with an increase i
due to reduction in channel access competition. kor K*,
the D increases with an increase in channel access competition
due to significant reduction in.

V. Results

In this section, we compare the performance of RI-LD-
WuUR with RI-WuR and RI-CPT-WuR. We use the ns-2.35
simulator for PDR,D, and AEC calculation of each protocol.
In Figs. 6-9, we have also shown the results obtained from
the DTMC models. We use the DTMC models given in [6]
with required changes for PDR), and AEC calculation of RI-
WuUR and RI-CPT-WuR. In Figs. 6-9, results are averaged over
60 simulations with different seeds, each lasting 6900.0



seconds. The networking parameters used for PDRand second. Figure 7 (a) shows the variation in PDR withlt

AEC calculation are given in Table Il where MR and WuRan be noted that PDR of all the three protocols reduces with
parameters are the same as those in [6] and [35], respgctivah increase of. The reason is that an increaselrincreases
both the channel access competition and the number of data
packets generated per cycle. For each valug,ah RI-LD-
WuUR, channel access competition is lesser than RI-WuR and
RI-CPT-WuUR. As a result, RI-LD-WuR provides higher PDR

TABLE Il: NETWORKING PARAMETERS [6], [35]

Parameter| Value Parameter| Value Parameter| Value than RI-WUR and RI-CPT-WuR. In Fig. 7 (a), at= 0.6,
Pt];gi 81.2m PTVV%f‘Z 24pW || Bandwidth| 20 kbps | o1t p\WUR provides (almost}9.0% and39.0% higher PDR
Pr]-;R 222mW| Py 35uW || W 64.0 than RI-WuR and RI-CPT-WUR, respectively.

Pz';éjz% 22.2mW| ACK/B | 10 Bytes || To 12.2ms Figure 7 (b) shows the variation il with \. As can be
Pileep | 3OpW || DATA S0Bytes || o 10ms | noted in Fig. 7 (b), for each value of RI-LD-WuUR provides
SIFS 5.0ms || DIFS 100ms || K* 6.0 a lower D than RI-WuR and RI-CPT-WuR. The reason is that

both Dy and D¢ increase with an increase in the channel
access competition. Further, in all the three protocoks réte
A Performance with Varvina N of increase ofD reduces with an increase af The reason is
" y _ g. . that the rate of increase in channel access competitiorcesdu
Figure 6 shows the variation in performance with for \yith an increase oh. In Fig. 7 (b), at\ = 0.6, RI-LD-WuR
the case of\ = 1.0 packets/second@ =10, K™ = 6.0, and provides (almostfs8.0% and 40.0% lower D than RI-WuR
Tevere = 1.0 second. In Fig. 6 (a), it can be observed tha{ng RI-CPT-WUR, respectively.
the PDR of all the three protocols reduces with an increase inFigure 7 (c) shows the variation in AEC with Here, AEC
N. This happens because an increasgViincreases both the is affected by two factors: channel access competition and
channel access competition and the numbe_r of data pac"&ﬁsaverage number of packets received by S per cycle. AEC
generated per cycle. However, the decrease in PDR of RI-Lfd¢reases with an increase in the first factor (channel acces
WuUR, with an increase inV, is lesser than RI-'WUR and RI- competition) and decreases with an increase in the second
CPT-WuR. The reason is that, in RI-LD-WuR, sensor nodggctor. |n all the three protocols, channel access conipetit
are partitioned intd¢’ (almost) equal size groups and the nodegcreases with an increase af In RI-CPT-WuR, on success
of G; (ie[1,K]) are allowed for channel access only in thg, channel contention, a node can send more number of data
TS;. As aresult of this, with an increase M, channel access packets to S than RI-WUR and RI-LD-WUR. Therefore, unlike

competition in RI-LD-WuR grows slower than RI-WUR ant}|.| p-WuR and RI-WUR. in RI-CPT-WuUR. AEC decreases
RI-CPT-WUR. In Fig. 6 (a), afV = 24, RI-LD-WUR provides ith an increase of\. However, for each value of, AEC in

(almost)45.0% and36.0% hlgher PDR than RI-WuR and RI- RI-LD-WUR is lesser than RI-WUR and RI-CPT-WuR. The
CPT-WUR, respectively. S reason is that, in RI-LD-WUR, channel access competition
Figure 6 (b) shows the variation i with N. It can be g gjgnificantly lesser than RI-WuR and RI-CPT-WuR. AEC
noted that theD of each protocol increases with an increasgcreases with an increase in channel access competittodu
in N. The reason is that bothq and D¢ increase with an 4 increase in idle listening, overhearing, and retrarsionis.
increase in the channel access competition. It can alsotee nqy, Fig. 7 (c), ath = 0.6, AEC of RI-LD-WUR is (almostg7.0%

that, with an increase iV, the D of RI-LD-WUR increases 4nq49 0% lower than RI-WUR and RI-CPT-WUuR, respectively.
lesser than the other two protocols. The reason for thiség on

again that, in RI-LD-WuR, the channel access competition _ _

grows slower than RI-WuUR and RI-CPT-WuR. In Fig. 6 (b)C. Performance with varying @

at N = 24, RI-LD-WuUR provides (almost}9.0% and35.0%  Figure 8 shows the variation in performance with for

lower D than RI-WuUR and RI-CPT-WuR, respectively. the case ofNV = 30.0, A = 1.0, K* = 6.0, and Teycie = 1.0
Figure 6 (c) shows the variation in AEC with. It can  second. Figure 8 (a) shows the variation in PDR withit can

be noted that the AEC of each protocol increases with &g noted that PDR of RI-LD-WUR and RI-CPT-WUR increases

increase inN. The reason is that an increase in channglith an increase inQ. The reason is that an increase Gh

access competition increases the idle listening, ovemgar increases the packets received by S per cycle. For each value

and packet retransmission. It can also be noted that, with ) in RI-LD-WuR, channel access competition is lesser than

increase iV, AEC of RI-LD-WuR increases lesser than RIR|-\wuR and RI-CPT-WuR. As a result, RI-LD-WUR provides

WuUR and RI-CPT-WuR. It happens because, in RI-LD-WURyigher PDR than RI-WuUR and RI-CPT-WuR. In Fig. 8 (),

channel access competition grows slower than RI-WUR agg} () = 6.0, RI-LD-WUR provides (almost0.0% and40.0%

RI-CPT-WuR. In Fig. 6 (c), afV = 24, AEC of RI-LD-WUR  higher PDR than RI-WuR and RI-CPT-WuUR, respectively.
is (almost)86.0% and43.0% lower than RI-WuR and RI-CPT- Figure 8 (b) shows the variation iP with Q. As can be

WUR, respectively. noted in Fig. 8 (b),D of each protocol increases with an
) _ increase inQ. The reason is that an increasehincreases
B. Performance with Varying A the queuing delay D). Further, in Fig. 8 (b), RI-LD-WuR

Figure 7 shows the variation in performance withfor provides a lowerD than the other two protocols. The reason
the case ofV = 30.0, @ =10, K* = 6.0, and Teycie = 1.0 is that contention delayD.) increases with an increase in
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Fig. 8: Performance with varying). (a) PDR, (b)D, and (c) AEC.

channel access competition. In Fig. 8 (b), fgr= 6.0, RI- is (almost)’86.0% and52.0% lower than RI-WuR and RI-CPT-
LD-WuUR provides (almostp3.0% and 38.0% lower D than WuUR, respectively.
RI-WuR and RI-CPT-WUR, respectively.

Figure 8 (c) shows the variation in AEC wit§y. In RI- D. Performance with varying Tcycie
CPT-WuUR, on success in channel contention, a node can senBligure 9 shows the variation in performance withyd_g
more number of packets to S than RI-WuUR and RI-LD-WuRor the case ofV = 30.0, A = 1.0, and @ = 10. Figure 9 (a)
Therefore, AEC of RI-CPT-WuUR decreases with a highehows the variation in PDR withckcie. In RI-LD-WuUR, K*
rate than RI-LD-WuUR and RI-WuR. However, for each valugncreases with an increase incylc g. It is to be noted that
of @, AEC of RI-LD-WuR is lesser than RI-WuR and RI-channel access competition reduces with an increade*in
CPT-WuUR. The reason is that idle listening, overhearing, aifherefore, PDR of RI-LD-WuR increases with an increase in
retransmissions increase with an increase in channel icCesyc e. In addition to this, with an increase incYcLg, the
competition. In Fig. 8 (c), foQ = 6.0, AEC of RI-LD-WuUR average number of packets received by S per second increases
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Fig. 11: Performance with varying\ in a multi-hop WSN. (a) PDR, (b, and (c) AEC.

due to a reduction in the number of WuCs broadcasted ghat Dy and D¢ increase with an increase in channel access
second. In RI-LD-WuUR, channel access competition is lessgmpetition. In Fig. 9 (b), for EvcLe = 0.7 seconds, RI-LD-
than the other two protocols for each given value gfdie. WUR provides (almost}7.0% and 43.0% lower D than RI-
In Fig. 9 (a), for TeycLe = 0.7 seconds, RI-LD-WuR provides WuUR and RI-CPT-WuR, respectively.
(almost)58.0% and45.0% higher PDR than RI-WuR and RI- Figure 9 (c) shows the variation in AEC withc¥cie.
CPT-WUR, respectively. In Fig. 9 (c), AEC reduces with an increase inyELe.
Figure 9 (b) shows the variation i with Tcycig. As can It happens because of energy-consumption in idle listening
be noted in Fig. 9 (b)D of each protocol reduces with anoverhearing, and retransmissions reduce with a reduction i
increase in EycLe. The reason is that an increase ipy&Le channel access competition. In addition to this, the number
increases the number of packets received by S per secoMliCs broadcasted per second also reduces with an increase
Further, RI-LD-WuR provides lowerD than RI-WuUR and in Tcycle. In Fig. 9 (c), AEC of RI-LD-WuUR is lesser
RI-CPT-WuUR due to low channel access competition. Recéitlan RI-WuR and RI-CPT-WuUR due to low channel access
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competition. In Fig. 9 (c), for &vcLe = 0.7 seconds, AEC of and RI-WuR MAC protocols. Note that our proposed DTMC
RI-LD-WuR is (almost)84.0% and51.0% lower than RI-WuR model and expressions (of PDR, D, and AEC) are applicable
and RI-CPT-WuUR, respectively. only for single-hop WSNs. Therefore, in Fig. 11, we have
shown only simulation results.
E. Performance with varying CW ,
: Lo . . VI. Conclusions
Figure 10 shows the variation in performance with CW size . .
for the case ofN = 30.0, A = 1.0, K* = 6.0, Q =10 and In this paper, we have proposed a receiver-initiated low
TeveLe = 1.0 second. Figure 10 (a) shows the variation in ppRelay WUR (RI-LD-WuR) MAC protocol for WSNs. We

with CW size. It can be noted that the PDR of each protoctProved the delay and energy-efficiency by reducing the
increases with an increase in CW size. The reason for ﬂ(ﬁgann_el access competition. We utilized the idea _O_f node
is that the collision probability reduces with an increage 9r0UPIng to decrease the channel access competition. We
CW size. For each value of CW size, in RI-LD-WuR MAC,proposed an algorithm to determine the optimum number of
channel access competition is lesser than RI-WuR and RfOUPS: Further, we developed a DTMC model to evaluate the
CPT-WUR MACs. As a result, RI-LD-WuR MAC providesPacket delivery ratio (PDR), delagD), and average energy

higher PDR than RI-WUR and RI-CPT-WuR MACs. In Fig. 1gonsumption per transmitted dat_a pz?\cket (AEC). The results
(), for CW Size= 45, RI-LD-WUR MAC provides (almost) showed that RI-LD-WuR MAC significantly improves PDR,

19.0% and 13.50% higher PDR than RI-WuR and RI-cPT-D: and AEC in comparison to RI-WuR and RI-CPT-WuR

WuR MACs, respectively. MAC protocols.
Figure 10 (b) shows the variation it with CW size. As can In the proposed DTMC model, we have assumed that the

be noted in Fig. 10 (b)D of each protocol decreases with ar?hanne_l is error-free and the retransmission limit is itéini
increase in CW size. The reason for this is that the contentigX{€nsion of our proposed model to analyze the performance
delay (D¢) decreases with an increase in CW size. Furthdll RI"LD-WUR MAC in the case of finite retransmission
in Fig. 10 (b), RI-LD-WUR MAC provides a loweb than the a_nd/o_r error-prone channel conditions could be an intergst
other two protocols. This happens becalike increases with direction for future work.

an increase in channel access competition. In Fig. 10 (b), fo
CW size= 45, RI-LD-WuUR MAC provides (almostB8.26%

and44.82% lower D than RI-WuR and RI-CPT-WuR MACs [1] M. Shafi, A. F. Molisch, P. J. Smith, T. Haustein, P. Zhu, DR Silva,
ivel ’ F. Tufvesson, A. Benjebbour, and G. Wunder, “5G: A tutorie¢mwiew
respeCt'Ve Y. o ) ) ) of standards, trials, challenges, deployment, and peicti&EE J. Sdl.
Figure 10 (c) shows the variation in AEC with CW size. AS  Areas Commun., vol. 35, no. 6, pp. 1201-1221, Jun. 2017.
can be noted in Fig. 10 (c), AEC of each protocol decreasdd L- Guntupalli H. Farag, A. Mahmood, and M. Gidlund, "Buity-

. . . . . . oriented packet transmissions in Internet of Things: Miodeand delay
with an increase in CW size. The reason behind this is that the ,,.vsis” in Proc. IEEE ICC, 2018, pp. 1-6.

collision probability decreases with an increase in CW .sizg3] J. Oller, I. Demirkol, J. Casademont, J. Paradells, GGamm, and L.

Further, for each value of CW size, AEC of RI-LD-WuR MAC Re:?d" Has t"f“e come 10 switch from dl‘(ﬁy'cyge‘j MAC pratt to
. wake-up radio for wireless sensor networks I'BEE/ACM Trans. Netw.,
is lesser than RI-WUR and RI-CPT-WuR MACs. The reason ) 24 no. 2, pp. 674-687, Apr. 2016.

for this is that idle listening, overhearing, and retrarssiins [4] R. Piyare, A. L. Murphy, C. Kiraly, P. Tosato, and D. Briihe‘Ultra
increase with an increase in channel access competition. In Egvmmjvxe;“;\fgs't#ﬁt;ad\'/gfi I hﬁg""fﬁpﬁ‘hﬁ;‘“{?'g%igrv"eﬁEE
F'g- 10 (c), for CW size= 45, AEC of RI-LD-WuR MAC [5] F. Z. Djiroun and D. D’jenouri,’“MAC ’protocols with V\;akepuradio for
is (almost)58.42% and 40.75% lower than RI-WuR and RI- wireless sensor networks: A revieWEEE Commun. Surveys Tuts., vol.

CPT-WUR MACs, respectively. 19, no. 1, pp. 587-618, 2017. _ iy
[6] L. Guntupalli, D. Ghose, F. Y. Li, and M. Gidlund, “Energgfficient
consecutive packet transmissions in receiver-initiateakeaup radio
E Performance with varying Ain a Multi-Hop WSN ggi\gled WSNSs"JEEE Sensors J., vol. 18, no. 11, pp. 4733-4745, Jun.
The proposed protocol is also applicable in a multi-hog7] D. Spenza, M. Magno, S. Basagni, L. Benini, M. Paoli, and C
WSN. Unlike single-hop WSNS, in a multi-hop WSN, a node Petrioli, “Beyond duty cycling: Wake-up radio with selegtiawakenings

for long-lived wireless sensing systemst) Proc. IEEE INFOCOM,
follows back-off (BO) and clear channel assessment (CCA) Apr',ng 2015, pp. 522-530. 9y "

before WuC broadcast to avoid collisions. To analyze th¢s] J. M. Lebreton, S. Kandukuri, N. Murad, and R. Lorion, “emergyef-

performance in a multi-hop WSN, we construct a network by fic_:ient duty-cycled wake-up radio protocol for avoiding dwearing in
. . . wireless sensor networksVMreless Sensor Netw., vol. 8, pp. 176-190,
randomly deployingV sensor nodes in a rectangular region of = 54 5016,

150 x 600 m? area. We placed a sink (S) at one corner of thgo] F.A. Aoudia, M. Gautier, and O. Berder, “OPWUM: Opporistic MAC
network. We set communication and carrier sensing range of Protocol leveraging wake-up receivers in WSN&"Sensors, vol. 2016,

L Art. no. 6263719, 2016.
each node equal to 250 m and 550 m, respectlvely. Theref(ﬁ@] D. Spenza, M. Magno, S. Basagni, L. Benini, M. Paoli, @&dPetrioli,

most of the sensor nodes are at two or more hops distance “Beyond duty cycling: Wake-up radio with selective awakeys for
from S. longlived wireless sensing systemsh Proc. |[EEE Conf. Comput.
. .. . S Commun., 2015, pp. 522-530.
Figure 11 shows variation in performance within case [11] Y. Sun, S. Du, O. Gurewitz, and D. B. Johnson, “RI-MAC: éceiverini-
of K* =6.0, @=10, N = 30.0 and TeycLe = 1.0 second. tiated asynchronous duty cycle MAC protocol for dynamidfizdoads
As can be noted in Fig. 11, RI-LD-WUR MAC provides in wireless sensor networksii) Proc. ACM Sensys, 2008, pp. 510-527.

. ] D. Ghose, F. Y. Li, and V. Pla, “MAC protocols for wake-uadio: Prin-
lower delay and higher PDR than RI-CPT-WuR and RI-Wu ciples, modeling and performance analysI€EE Trans. Ind. Informat.,

MAC protocols. Further, AEC is also lesser than RI-CPT-WUR  vol. 14, no. 5, pp. 2294-2306, May 2018.
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