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Abstract— IEEE 802.11 MAC is gaining widespread popularity
as a layer-2 protocol for wireless local area networks. While
efforts have been made recently to evaluate the performance
of various protocols in wireless networks and to evaluate the
capacity of wireless networks, very little is understood or known
about the traffic characteristics of wireless networks. In this
paper we address this issue and first develop an analytic model to
characterize the interarrival time distribution of traffic in wireless
networks with fixed base stations or ad hoc networks using the
802.11 MAC. Our analytic model and supporting simulation
results show that the 802.11 MAC can induce pacing in the
traffic and the resulting interarrival times are best characterized
by a multimodal distribution. This is a sharp departure from
behavior in wired network and can significantly alter the second
order characteristics of the traffic, which forms the second
part of our study. Through simulations we show that while the
traffic patterns at the individual sources are more consistent
with long-range dependence and self-similarity, in contrast to
wired networks, the aggregate traffic is not self-similar. The
aggregate traffic is better classified as a multifractal process
and we conjecture that the various peaks of the multimodal
interarrival time distribution have a direct contribution to the
differing scaling exponents at various timescales.

Index Terms— IEEE 802.11, traffic modeling, MAC

I. INTRODUCTION

I N the recent past the use of mobile computing has increased
tremendously and there has been a lot of work on improv-

ing the performance of various wireless protocols (both ad-
hoc and cellular with stationary access points). Evolving from
networks which provide rudimentary services, the thrust of
current development efforts is towards providing a richer set
of quality sensitive applications. The performance of various
mechanisms and policies which have been proposed to achieve
these goals depends, to various extents, on the network’s
traffic characteristics. Thus accurate models for the traffic
and an understanding of the impact of various factors on
the traffic characteristics are necessary for improving the
capability of wireless networks in general and developing
efficient schedulers, admission policies etc. in particular. In
this paper, we develop a model for traffic in IEEE 802.11 MAC
based wireless networks. We then characterize the impact
of transport and application layer protocols on the traffic
characteristics. The insights from these results can lead to
designs for improved network performance as well as provide
the modeling tools for more accurate performance evaluation.
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While various protocols exist for the MAC layer, one of the
protocols gaining popularity in wireless local area networks
is the IEEE 802.11 MAC [13]. In this paper we focus on
the implications of this protocol on the traffic characteristics
in a wireless network. We first develop analytic models for
characterizing the interarrival time distribution in wireless
networks. Our models are applicable to both ad hoc as well
as infrastructure networks (networks with fixed base stations).
Our results show that in contrast to wired networks, the inter-
arrival time distribution in wireless networks shows evidence
of pacing induced by the MAC protocol and the interarrival
times have a multimodal distribution. Our models are verified
using extensive simulations.

While the interarrival time distribution gives important
insights into the traffic characteristics, the scaling, burstiness
and long-range dependence associated self-similar and multi-
fractal nature of traffic can lead to a number of undesir-
able effects like high buffer overflow rates, large delays
and persistent periods of congestion [5], [6], [20]. In this
paper, we also investigate the impact of the 802.11 MAC
on the second order scaling of the traffic. Our simulation
results show that while individual TCP sources in wireless
networks show evidence of self-similarity, the aggregate traffic
is no longer self-similar and shows multifractal properties.
We believe that the multimodal interarrival time distribution
has a significant contribution to this phenomena. Also, the
self-similarity at the individual nodes suggests that transport
protocols dominate the user traffic patterns while at the base
stations or intermediate nodes, the MAC protocols dominate.
Additionally, we investigate how upper layer factors like the
choice of the transport protocol and the application layer
characteristics interact with the MAC protocol to induce power
laws like behavior in the interarrivals and identify the critical
time scales over which these layers dominate in their influence
of the traffic characteristics.

The results of this paper provide a new insight into the
behavior of wireless traffic and an analytic model for the
impact of the 802.11 MAC on the interarrival times. These
results can be used to develop more accurate queueing models
and provide guidelines for developing schedulers for delay
sensitive traffic, admission control policies etc. Additionally,
the paper also investigates the fractal nature of wireless traffic
which gives important insights on the behavior of traffic across
all time scales, important for accurate prediction of network
performance as shown in [5]. The critical timescales over
which various protocols influence the traffic are also identified
in this paper. These timescales give important guidelines
for buffer dimensioning and system design as specified by
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the network requirements [11], [5]. The complex interactions
between the various layers of the protocol stack and their
overall impact on system characteristics are also highlighted
by these results.

The rest of the paper is organized as follows: Section II
presents the recent work in the related fields, in Section III
we give a brief introduction of concepts used in this paper. An
analytic model of the 802.11 MAC behavior for the TCP traffic
is presented in Section IV. We extend our analytical results
to ad-hoc systems in Section IV-B. We present the simulation
results used in Section V. Section VI summarizes the paper’s
contributions.

II. RELATED WORK

Since the standardization of IEEE 802.11 MAC [13] many
research efforts have concentrated around modeling the per-
formance and capacity of 802.11 MAC protocol [3], [26] in
particular and CSMA protocols in general [24]. Work has also
been conducted on improving the 802.11 MAC as reported in
[2], [29] and the references therein.

There has been a lot of work going on in the field of network
and TCP and network traffic self-similarity [18], [30], [8], [9],
[20], [27], [28]. A trace based study of traffic self-similarity in
wireless networks is presented in [16]. Causes behind traffic
self-similarity are investigated in [30], [9], [4], [19], [27], [28],
[22] and in particular for TCP traffic, the authors of [27]
suggest that the self-similarity of TCP traffic is due to the
chaotic nature of the TCP traffic. The self-similarity of traffic
leads to long range dependence that in turn makes it difficult to
accurately predict the buffer requirements for such flows and
hence leads to higher losses or gross resource underutilization
[18], [20].

III. INTRODUCTION TO CONCEPTS

A. 802.11

The IEEE 802.11 standard [13] covers both the physical
(PHY) and the medium access control (MAC) layer of wire-
less networks. The standard specifies that a network can be
configured in two different ways: infrastructure and ad-hoc.
In infrastructure mode the network is “structured”, the hosts
are fixed and communicate through physical wires. In an ad-
hoc network the computers are brought together to form a
network dynamically. There is no definite structure and any
two computers can communicate directly as long as they are
within ’hearing’ distance from each other.

The PHY layer can use any of the following modes: (1)
Direct sequence spread spectrum (Operation in the 2.4 to
2.4835 GHz frequency band); (2) Frequency hopping spread
spectrum; (3) Infrared pulse modulation (Operation in the
300 to 428,000 GHz frequency band). The channel data rate
can either be 1Mbps or 2Mbps. For more information on
the 802.11 PHY please refer [13]. We now present a brief
description of 802.11 MAC in the following subsection.

1) IEEE 802.11 MAC: The IEEE 802.11 MAC layer is
responsible for a structured channel access scheme and is
implemented using a Distributed Coordination Function (DCF)
based on the Carrier Sense Medium Access with Collision
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Fig. 1. Basic operation of the CSMA/CA protocol.

Avoidance (CSMA/CA) protocol. An alternative to the DCF
is also provided in the form of a Point Coordination Function
(PCF) which is similar to a polling system for determining the
user with the right to transmit. We now describe the relevant
details of the DCF access method and refer the reader to [13]
for details on the IEEE 802.11 standard.

The CSMA/CA based MAC protocol of IEEE 802.11 is
designed to reduce the collisions due to multiple source
transmitting simultaneously. In a network with a CSMA/CA
MAC protocol, each node with a packet to transmit first
senses the channel to ascertain whether it is in use. If the
channel is sensed to be idle for an interval greater than the
Distributed Inter-Frame Space (DIFS), the node proceeds with
its transmission. If the channel is sensed as busy, the node
defers transmission till the end of the ongoing transmission.
The node then initializes its backoff timer with a randomly
selected backoff interval and decrements this timer everytime
it senses the channel to be idle. The timer has the granularity of
a backoff slot and is stopped in case the channel becomes busy
and the decrementing is restarted when the channel becomes
idle for a DIFS again. The node is allowed to transmit when
the backoff timer reaches zero. Since the backoff interval is
chosen randomly, the probability that two or more stations
will choose the same back off value is very low. The details
of the exact implementation of the backoff mechanism are
described in Section IV. Along with the Collision Avoidance,
802.11 uses a positive acknowledgment (ACK) scheme. All
the packets received by a node implementing 802.11 MAC
must be acknowledged by the receiving MAC. After receiving
a packet the receiver waits for a brief period, called the Short
Inter-Frame Space (SIFS), before it transmits the ACK.

There is another particular feature of wireless local area
networks (LANs), known as the “hidden node” problem, that
802.11 MAC specification addresses. Two stations that are not
within hearing distance of each other can lead to collisions at a
third node which receives the transmission from both sources.
To take care of this problem, 802.11 MAC uses a reservation
based scheme. A station with a packet to transmit sends an
Ready To Send (RTS) packet to the receiver and the receiver
responds with a Clear To Send (CTS) packet if it is willing
to accept the packet and is currently not busy. This RTS/CTS
exchange, which also contains timing information about the
length of the ensuing transaction, is detected by all the nodes
within hearing distance of either the sender or receiver or both
and they defer their transmissions till the current transmission
is complete.

The basic operation of the CSMA/CA based MAC protocol
of IEEE 802.11 is shown in Figure 1 and shows the exchange
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of various packets involved in each successful transmission
and the spacing between these packets.

B. Network Simulator ns-2

ns-2 is a discrete event simulator developed at University
of California at Berkeley under the VINT project [7]. The
wireless model is a very recent addition to the ns-2 package.
Apart from introducing the 802.11 channel model, the ns-2
wireless capabilities include a variety of routing protocols,
applications and physical layer models.

C. DSDV

Destination Sequenced Distance Vector Protocol [21]is a
modification of Distance Vector algorithms like the Bellman
Ford algorithm. It is a hop-by-hop, non on-demand protocol.
The modifications in the DSDV aim to introduce loop freedom
that is present in the classical Distance Vector protocols
primarily due to the propagation of ”stale” routing information.
We use DSDV as the routing protocol for all the simulations
reported in this paper. However, we have verified our results
with another routing protocol, the Dynamic Source Routing
or DSR [17], and the results we got match the ones reported
in this paper for DSDV.

D. Discrete Wavelet Transform and Multi-scaling

The effectiveness and accuracy of fractal models to capture
the complex behavior of network over a range of timescales
has been shown under a number of scenarios in wireline
networks [18], [30], [8], [20], [27], [28]. This paper addresses
similar issues for wireless traffic and in this section we provide
a brief introduction to the related concepts. We present the
discrete wavelet transform based method for evaluating the
scaling properties [8] and differentiate between the various
types of scaling behavior studied in literature [5].

Consider an arrival process A(0, t) which counts the cumu-
lative traffic arrival in the time interval (0, t) and its associated
increment process X∆(i) defines as

X∆(i) = A(0, i∆) − A(0, (i − 1)∆) (1)

The basic hypothesis associated with scaling of process is that
the moments of the increment process behave as∑

i

X∆(i)q ∼ C(q)∆−τ(q) as ∆ → 0 (2)

While in theory, this behavior should hold over all time scales
for the scaling hypothesis to be satisfied, in practice, the
hypothesis can be said to be reasonable if the behavior is
satisfied over a range of timescales. The function τ(q) is called
the structure function and for mono-fractal or self-similar
processes, τ(q) is linear in q. For multi-fractal processes, τ(q)
is non-linear in q and for both the processes, in general, is
decreasing in q. The discrete wavelet transform represents a
one dimensional signal X(t) in terms of shifted and dilated
versions of a bandpass wavelet function ψ(t) and shifted
versions of a low pass scaling function φ(t). For the choices

of ψ(t) and φ(t) which allow us to form an orthonormal basis,
the signal can be represented as

X(t) =
∑

k

〈X(t)φ0,k(t)〉φ0,k(t) +

∞∑
j=0

∑
k

〈X(t)ψj,k(t)〉ψj,k(t) (3)

where φj,k(t) = 2−j/2φ(2−jt − k) and ψj,k(t) =
2−j/2ψ(2−jt − k) are the shifted and dilated version of
the scaling and wavelet function respectively. The quantity
dj,k = 〈Xψj,k〉 is referred to as the wavelet coefficient at
scale j and time 2jk. Also, | dj,k |2 measures the energy in the
signal at time 2jk and about the frequency 2−jλ0 where the
reference frequency λ0 depends on the wavelet ψ. If a process
has scaling in some second order statistic, then it will very
often have scaling for all moments. The partition functions
defined as

Sq(j) =
1
nj

∑
k

| dj,k |q∼ C(q)jα(q) (4)

and specifically the nature of the function α(q) can then be
used to determine the nature of the scaling phenomena. For
self-similar processes α(q) is linear and given by α(q) =
Hq + q/2. On the other hand, if α(q) non-linear, we say
that the process shows multi-scaling. It is common in multi-
fractal theory to define the exponents slightly differently:
ζ(q) = α(q) − q/2 which results in ζ(q) = Hq for self-
similar processes. An estimate of of the self-similarity can
also be obtained through a linear regression of log2(Sq(j)) on
log2(2j) = j. In this paper, we plot yj ≡ log2(Sq(j)) − gj

against the octave j to determine the presence of self-similarity
in a log-log plot where gj is defined as gj = ψ(nj/2)/ ln 2−
log2(nj/2).

IV. MODELING INTER-ARRIVAL TIMES

The aim of this paper is two-fold. First, we investigate the
traffic characteristics of wireless networks while specifically
focusing on the impact of the MAC protocol. Second, we de-
velop a model for the traffic characteristics in these scenarios.
In this section we develop the analytic model to characterize
the inter-arrival times of packets arriving at the base station
or an intermediate point (“router”) in a wireless network. We
use the term router in this paper to denote a node which is
capable of forwarding packets to other destinations. These
nodes themselves may be sources or destinations of other
traffic.

This paper focuses on modeling the inter-arrival times at
an intermediate node in an ad-hoc network or the access
node in a fixed wireless network. The generalized topology
assumed for the fixed wireless network is shown in Figure
2 (a) where a set of N hosts use the base station B to
communicate. For the ad-hoc network case, we consider a
topology shown in Figure 2 (b) with the N sources using
the two nodes marked B to forwards their packets to their
respective destinations. Note that this is a generalized scenario
and the N destinations could be arbitrarily distributed, and
may use more than two intermediate nodes to forward their
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Fig. 2. The network models assumed in this paper: (a) shows a BSS with a
fixed base station while (b) considers an ad hoc network.

packets to their destinations. The transmission rate of the
wireless links is denoted by C bits/sec. Also, we are not
concerned with issues of mobility here since we are interested
in the traffic dynamics at a node which is being used by a set
of other nodes. Our interest is in characterizing these inter-
arrival times given a set of nodes are routing their packets
through B. As long as this set of nodes stays within the
transmission range of node B the medium access and control
pattern is not affected. Of course if any node moves out of the
range of B then the packet inter-arrival times change, but this
is not the focus of this paper. However, even with mobility,
the qualitative nature of the traffic characteristics, specially at
lower time-scales, does not change since the channel access
characteristics at the intermediate node essentially stays the
same. This is verified using simulation results in Section V-
B.2.

The set of nodes n can send packets of different lengths
and in the following derivation we restrict the possible packet
lengths to two values: L1 and L2 bits to correspond to data and
acknowledgment (ACK) packets respectively. However, this
model can be easily extended to account for arbitrary packet
size distributions and transmission rates as shown in Section
IV-C. Consider a network in operation for Tsim seconds and
during this period, let the total number of data and ACK
packets being forwarded to node B be given by N1 and N2

respectively. We consider that all nodes have packets to send
at all points in time and the throughput is limited by other
network related factors.

Before we deal with the Basic Service Sets (BSS) of Figure
2 (a) and 2 (b), we first analyze the back-off mechanism
associated with the exponential back-off mechanism of the
802.11 MAC protocol’s Collision Avoidance mechanism. The
full details of the back-off scheme are given in [13]. In
Figure 3 we show the the details of this backoff mechanisms.

With multiple nodes contending for the channel, once the
channel is sensed idle for a DIFS, each node with a packet
to transmits decrements its backoff timer. The node whose
timer expires first begins transmission and the remaining nodes
stop their timer and defer their transmission. Once the current
node finishes transmission, the process repeats again and the
remaining nodes start decrementing their timer from where
they left off. We now proceed with our analytic model which
characterizes this behavior and use it to model the interarrival
process at the base station or intermediate nodes.

Once a node goes into collision avoidance or the exponential
back-off phase, we denote the number of slots that it waits
beyond a DIFS period before initiating transmission by BC.
This back-off counter is calculated from

BC = int (rnd() · CW (k)) (5)

where the function rnd() returns a pseudo-random number
uniformly distributed in [0, 1] and CW (k) represents the
contention window after k unsuccessful transmission attempts.
Note that in case the int operation is done using a ceil()
function, the effective range for BC becomes 1 ≤ BC ≤
CW (k) since the probability of rnd() = 0 is 0 assuming a
continuous distribution. For the rest of this paper we assume
that a ceil() function is used to do the int() operation. The
binary exponential back-off mechanism is manifested in the
equation which relates CW (k) to the number of unsuccessful
transmission attempts k already performed for a given packet.
The first attempt at transmitting a given packet is performed
assuming a CW value equal to the minimum possible value
of CWmin [13]. For each unsuccessful attempt, the value of
CW is doubled until it reaches the upper limit of CWmax

specified by the protocol. Then, at the end of k unsuccessful
attempts, CW (k) is given by

CW (k) = min
(
CWmax, 2k−1CWmin

)
(6)

Also, let the probability that a transmission attempt is unsuc-
cessful, i.e., the probability of a collision be denoted by p.
Then, the probability that CW = W is given by

Pr{CW = W} =
{

pk−1(1 − p) for W = 2k−1CWmin

pn for W = CWmax

(7)
where n = log2(CWmax/CWmin). The probability that back-
off counter BC = i, 1 ≤ i ≤ CWmax, is then given by

Pr{BC = i} =




[∑n−1
k=0

pk(1−p)
2kCWmin

1 ≤ i ≤ CWmin

+ pn

CWmax

]
[∑n−1

k=j
pk(1−p)

2kCWmin
2j−1CWmin + 1 ≤

+ pn

CWmax

]
i ≤ 2jCWmin

pn

CWmax
2n−1CWmin + 1 ≤
i ≤ CWmax

(8)
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Fig. 3. The backoff mechanism of 802.11 MAC (based on Figure 3 of [29]). The frame transmission time includes the RTS/CTS exchange and the MAC
layer ACK. CW = Contention Window.

The expected value of the back-off counter is then given by

E[BC] =
n−1∑
j=0

pj(1 − p)
2jCWmin

2
+

pn

CWmax

=
1 − p − p(2p)n

1 − 2p

CWmin

2
(9)

At the end of each successful transmission, each node with a
packet to transmit senses the channel and once it is sensed
idle for a duration corresponding to a DIFS, the nodes
start decrementing their back-off counters. The node(s) which
decrements its back-off counter to 0 first sends out an RTS
packet to reserve the channel. To find the inter-arrival times
at the base station or any intermediate node, we first need to
characterize the distribution of the number of slots it takes till
the first node initiates transmission once the channel is idle
for a DIFS.

Once the back-off counter value is selected after each
unsuccessful transmission attempt, this value is decremented
everytime the node senses an idle DIFS in the channel. At the
end of the first idle a DIFS after the unsuccessful attempt, the
node has to wait till the slots corresponding to the entire BC
value expire. However, if some other node transmits before
the BC value of the tagged node is decremented to 0, the
counter is stopped. At the end of the next idle DIFS interval,
the tagged node only has to wait till the residual value of
BC is decremented to 0. Note that the generation of values
for the BC at every unsuccessful transmission constitute a
discrete renewal process. Using the results for the residual
time distribution for discrete time processes [23], the residual
time distribution for the back-off counter is given by

Pr{R = k} =
Pr{BC > k}

E[BC]
(10)

where R represents the residual time and 1 ≤ k ≤ CWmax.
Note that while this is the residual time distribution only after
the first idle DIFS, we use the above expression to approximate
the residual time of the back-off counter at the end of the
subsequent idle DIFSs.

With N nodes contending for the channel and decrementing
their back-off counters simultaneously, the number of back-
off slots from the end of the first idle DIFS period till the
next packet transmission is the minimum of the residual times
of the contending nodes. Note that since we assume that all
nodes have a packet to transmit at all times, and at the end of
a successful transmission the successful node delays his next
transmission by a random number of slots, it is easy to see
that all transmissions are preceded by a back-off. To find the
distribution of the number of slots till the next transmission is
initiated, we need to find the distribution of the minimum of
the residual times of the competing nodes. This distribution is
given by

Pr{M ≤ k} = 1 − Pr{R1 > k,R2 > k, · · · , RN > k}

= 1 −
N∏

i=1

(1 − Pr{R ≤ k}) (11)

where Ri, 1 ≤ i ≤ N represents the residual time at node
i and in the final expression, we assume that all the Ri’s
are independent and identically distributed. With these basic
results in place, we now proceed to model the inter-arrival
times at the access point or intermediate nodes. We add here
that from the results of [26], the probability of collision p can
be obtained by solving the following equation:

p
1 − p − p(2p)n

1 − 2p
=

2
CWmin

(
1 +

2
3
N

)
N − 1

N
(12)

A. Wireless Networks with Fixed Base Stations

We now consider the network depicted in Figure 2 (a) which
corresponds to a wireless LAN. In this scenario, a number of
wireless stations, which may be either fixed or mobile, use
the central base station (B) to communicate with the outside
world. We assume that the connection to the outside world
from the base station is a wired link. Note that the results in
the next section can be applied to cases where the outgoing
link from the base station is through a wireless connection.
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Fig. 4. Packet arrivals and departures at node B with uni-directional data flow.

The packets sent or received by the nodes in the network are
assumed to be either data or ACK packets corresponding to
lengths of L1 and L2 bits respectively and the number of such
packets arriving at B are N1 and N2 respectively. To derive
the distribution of the inter-arrival times at B, we first start
with the simple case where all nodes send only data packets
and receive only ACK packets. In other words, we assume uni-
directional data transfer. The duration for which the channel
is busy when a data packet is successfully transmitted can be
calculated as

T1 = DIFS + 3SIFS + τRTS + τCTS + τL1 + τack (13)

where τRTS , τCTS , τL1 and τack correspond to the transmis-
sion times of RTS, CTS, data packet of length L1 bits and the
MAC layer acknowledgment packet. The terms on the right
hand side (RHS) of Eqn. (13) comes from the times associated
with the sequence of packet transmissions associated with each
successful transaction and is also shown in Figure 1. Note that
τL1 is given by τL1 = L1

C . Similarly, the time to successfully
transmit an ACK packet is given by

T2 = DIFS + 3SIFS + τRTS + τCTS + τL2 + τack (14)

with τL2 = L2
C . Additionally, in the case of a collision, i.e.,

when two or more of contending nodes waiting to transmit
decrement their backoff counter to zero simultaneously, the
channel stays busy for a duration of TC before contending
nodes start decrementing their backoff counters again. This
duration corresponds to a DIFS period and τRTS when the
RTS messages from the colliding nodes overlap. Thus

TC = DIFS + τRTS (15)

In the current scenario, the packets arriving at node B from
the wireless medium correspond to the data packets. And all
the packet transmissions out of this node into the wireless
channel are of length L2 corresponding to ACK packets. These
packet arrivals and transmissions form a sequence of events
as shown in Figure 4. As depicted in the figure, the inter-
arrival times at B correspond to the difference of the arrival
instants of two successive data packets. This duration between
the arrival of successive data packets depends on the number
of ACK packets which arrive between them. Also, with each
data or ACK packet, in addition to the times T1 and T2 which

are associated with their transmissions, we have the times
associated with the back-off counter slots which contribute to
the interarrival times. Now, since we have N1 and N2 packets
of lengths L1 and L2 respectively, the probabilities p1 and p2

that any arbitrary arrival at node B is a data or ACK packet
respectively are given by

p1 =
N1

N1 + N2
p2 =

N2

N1 + N2
(16)

To evaluate the interarrival times, we need to evaluate two
components: (1) the number of ACK packet transmissions
between two successive data packets and (2) the random
number of back-off slots associated with each data or ACK
packet transmission. The presence of each ACK packet adds
a time of T2 seconds to the interarrival time while the first
of the two data packets under consideration adds T1 seconds.
The expected value of the contribution due to the back-off
slots associated with each ACK packet is given by E[M ]
where the mass function for the number of back-off slots M
is obtained using Eqn. (11). Then, the probability that we wait
for T seconds between two successive arrivals at node B is
given by

Pr{T = t} = pi(1 − p)j+1p1p
j
2Pr{M = k} (17)

where

t = T1 + jT2 + iTC + (i + j)E[M ] + k∆ (18)

and ∆ represents the width of a back-off slot in seconds and
i ≥ 0, j ≥ 0 and 1 ≥ k ≥ CWmax. The term pi in the
expression accounts for the increase in the interarrival times
by i(TC + E[M ]) in the case of i consecutive collisions. The
term p1p

j
2 denotes the probability of j ACK packets being

forwarded by B before receiving a data packet. The final
term Pr{M = k} denotes the probability of having k back-
off slots before the data packet transmission begins once the
sender senses that the channel is IDLE for DIFS seconds.
Note that the same value of t can be obtained through a
number of possible choices of i, j and k and the probability
corresponding to each of these cases should be summed up
obtain the probability of an interval having a length of t. We
also note that the above expression has an approximation in
the fact that we approximate the random contribution due to
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the back-off slots associated with the ACK packets by the
expected duration of these back-off slots.

The generalization of the above model to consider the case
when the user nodes are allowed to transmit as well as receive
data can be done through the derivations in the next sub-
section which considers the intermediate nodes in an ad hoc
network. In this cases, since the users send both data and ACK
packets instead of only data packets, node B has to forward
packets of both lengths into the wireless medium. This reduces
the access point B to a special case of the intermediate nodes
of Figure 2 (b) as far as modeling the interarrival times is
considered. We elaborate more on this in the following sub-
section.

B. Ad Hoc Networks

The general structure for the ad hoc network considered
in this paper is shown in Figure 2 (b). The intermediate
nodes (B) forward traffic from other nodes in addition to
sending or receiving data themselves. Also, we do not put any
limitations on the users in terms of the types (data or ACK)
of packets they transmit and assume bidirectional traffic at the
user nodes. Thus, the intermediate nodes send, receive and
forward both data and ACK packets. The access point B of
the previous section can thus be considered a special case of
these intermediate nodes if we allow bidirectional traffic in the
BSS.

We now consider an arbitrary intermediate node in the ad
hoc network which we represent by B. Let the number of end
users and other intermediate nodes forwarding packets through
node B be denoted by N . In contrast to the model in the pre-
vious sub-section with uni-directional traffic, allowing for the
case when node B can forward data packets or receive ACK
packets from the wireless channel introduces complexities in
the traffic patterns. A possible sequence of packet arrivals and
departures from node B is shown in Figure 5. In this case,
instead of only successive data packet arrivals representing an
interarrival period, inter-arrivals can correspond to successive
arrivals of the following possible order of packets: (1) data
packet and data packet, (2) data packet and ACK packet,
(3) ACK packet and data packet and finally (4) ACK packet
and ACK packet. Note that between the successive arrivals of
either data or ACK packets and combinations thereof, we can
have arbitrary number of data or ACK packets being forwarded
by the node which will contribute to the interarrival times.

Let the number of data and ACK packets forwarded suc-
cessfully by the users and other intermediate nodes to node
N be denoted by N1 and N2 respectively. Note that if there
are no buffer overflows at the intermediate node, all of these
packets are forwarded by node B. We denote the probability
that at any point of time, node B is receiving data or ACK
packets by p1 and p2 respectively and the probability that it
is forwarding data or ACK packets by p3 and p4 respectively.
These probabilities are thus given by

p1 = p3 =
N1

2(N1 + N2)
p2 = p4 =

N2

2(N1 + N2)
(19)

To find the probability mass function for the interarrival times,
we first need to find the probabilities corresponding to the

various ways in which two successive arrivals can be spaced by
various sequences of forwarded packets between them. Given
that we have an arrival at node B, the probability that it is a
data or ACK packet, p′1 and p′2, is given by

p′1 =
p1

p1 + p2
p′2 =

p2

p1 + p2
(20)

Now, if the first of the two arrivals constituting an interarrival
is a data packet, it adds T1 seconds to the interarrival time
while an ACK packet adds T2 seconds. Each data or ACK
packet forwarded by node B between the two arrivals consti-
tuting the interarrival adds another T1 + E[M ] or T2 + E[M ]
seconds respectively. Then, the probability that we wait for T
seconds between two successive arrivals at node B is given
by

Pr{T = t} =




[
(1 − p)i+j+1 p1

p1+p2
plpi

3p
j
4· first arrival:

(p1 + p2)Pr{M = k}] data packet[
(1 − p)i+j+1 p2

p1+p2
plpi

3p
j
4· first arrival:

(p1 + p2)Pr{M = k}] ACK packet
(21)

where

t =




[(i + 1)T1 + jT2 + lTC+ first arrival:
(i + j + l)E[M ] + k∆] data packet
[(j + 1)T2 + iT1 + lTC+ first arrival:
(i + j + l)E[M ] + k∆] ACK packet

(22)

where i ≥ 0, j ≥ 0, l ≥ 0 and 1 ≥ k ≥ CWmax. The term pl

in Eqn. (21) represents the cases where l successive data or
ACK packet transmissions are attempted unsuccessfully before
a second packet is correctly received at node B. These add
l(TC +E[M ] seconds to the interarrival time. The terms p1

p1+p2

and p2
p1+p2

represent the probability that the first of the two
arrival constituting the interarrival is a data or ACK packet
respectively. This adds T1 or T2 seconds to the interarrival
time. The term pi

3p
j
4 corresponds to cases where i data and

j ACK packets are forwarded by node N between the two
arrival contributing iT1 + jT2 + (i + j)E[M ] seconds. The
term (p1 + p2) represents the probability that the i data and j
ACK packet forwarded by the intermediate node is followed
by a packet reception. Finally, the term Pr{M = k} denotes
the probability of having k back-off slots before the data or
ACK packet transmission corresponding to the second arrival
begins once the sender senses that the channel is IDLE for
DIFS seconds. Again, the same value of t can be obtained
through a number of possible choices of i, j, k, l and m and
the probability corresponding to each of these cases should
be summed up obtain the probability of an interval having a
length of t.

The model can also be extended to find the interarrival times
considering the arrivals from only the data or ACK packets
in the stream. For the case when we consider only the data
packets arrivals to constitute the arrival process that we are
interested in, between two such successive arrivals, we can
have data or ACK packets being forwarded or ACK packets
being received at node B. Each of these events, since they are
not considered “arrivals”, contributes to the interarrival times.
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Fig. 5. Packet arrivals and departures at node B with bi-directional data flow.

The probability mass function for the interarrival time can be
expressed as

Pr{T = t} = pi(1 − p)j+l+m+1p1p
j
2p

l
3p

m
4 Pr{M = k} (23)

where

t = (l+1)T1 +(j +m)T2 + iTC +(i+ j + l+m)E[M ]+k∆
(24)

where i ≥ 0, j ≥ 0, 1 ≥ k ≥ CWmax, l ≥ 0 and m ≥ 0.
Comparing this expression for Pr{T = t} with the one in Eqn.
(17), we note that there is an additional term pj

2p
l
3 (the terms

pm
4 in Eqn. (23) and pj

2 in Eqn. (17) represent the same thing).
This reflects the fact that now node B in addition to receiving
ACKs which do not count as arrivals in the current definition,
also forwards data packets which increases the interarrival
times. The increase in the interarrival time corresponds to
lT1+mT2+(l+m)∆. Also, a simple modification to Eqn. (23)
allows us to model the interarrival times when we consider
only the ACK arrivals at B to constitute our arrival process.
The interarrival time mass function is given by

Pr{T = t} = pj(1 − p)i+l+m+1pi
1p2p

l
3p

m
4 Pr{M = k} (25)

where

t = (i+ l)T1 +(m+1)T2 + jTC +(i+ j + l+m)E[M ]+k∆
(26)

where only the term pj−1(1 − p) changes to reflect the fact
that arrivals now correspond to ACK packets and j ≥ 0, i ≥ 0,
1 ≥ k ≥ CWmax, l ≥ 0 and m ≥ 0.

C. Multirate Operation in 802.11

Wireless systems compliant with IEEE 802.11 MAC spec-
ifications may use different modulations schemes depending
on existing channel characteristics and thus achieve different
data rates. While the original specification allowed for data
rates of 1 and 2 Mbps, IEEE 802.11b [14] specifications
allows for additional rates of 5.5 and 11 Mbps while IEEE
802.11a specifications target a range of data rates from 6 to
54 Mbps [15]. Under such circumstances, the operation of the
network becomes more complex and traffic interarrival times
can be expected to show more variability. We now present an

extension of the model developed in the previous sections to
account for multirate operation.

Consider the case when the MAC is capable of supporting r
different transmission rates C1, C2, · · · , Cr. We also generalize
the allowable packet lengths from just two in the previous
sections to s possible values L1, L2, · · · , Ls. Let the number
of packets of size Li, 1 ≤ i ≤ s, transmitted at rate Cj ,
1 ≤ j ≤ r, forwarded successfully by the users to node
an arbitrary intermediate node B be denoted by Nr

i,j with∑s
i=1

∑r
j=1 Ni,j = N . Now node B forwards each of these

packets to their next hop though it is not necessary that the
forwarding transmission rate is the same as the receiving rate.
The probability that at any point of time, node B is receiving
a packet of length Li, 1 ≤ i ≤ s, at rate Cj , 1 ≤ j ≤ r, is
given by

pr
i,j =

Nr
i,j

2
∑s

i=1

∑r
j=1 Nr

i,j

=
Nr

i,j

2N
(27)

Similarly, we define Ns
i,j and ps

i,j as the number of packets of
size Li transmitted at rate Cj at node B and the probability of
a transmission at rate Cj of a packet of length Li respectively.
The transmission time of a packet of size Li, 1 ≤ i ≤ s,
transmitted at rate Cj , 1 ≤ j ≤ r, is given by τLi,Cj

= Li

Cj
.

Then, following the arguments of Section IV-A the time to
successfully transmit a packet of size Li and rate Cj is given
by

Ti,j = DIFS +3SIFS +τRTS +τCTS +τLi,Cj
+τack (28)

We now consider an arbitrary intermediate node B in the ad
hoc network. The interleaving of packets of different lengths
transmitted at different rates results in much more complex
interarrival patterns at node B and and example of a possible
sequence of packet arrivals and departures is shown in Figure
6. Note that now between any two successive arrivals, we can
have an arbitrary number of packets of all possible combina-
tions of packet lengths and transmission rates. Extending the
derivation of Section IV-B, the probability that we wait for T
seconds between two successive arrivals at node B is given
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Fig. 6. Packet arrivals and departures at node B with multirate data flow.

by

Pr{T = t} =
pl(1 − p)m+1pr

i,j∑s
i=1

∑r
j=1 pr

i,j


 s∏

i=1

r∏
j=1

(ps
i,j)

mi,j


 Pr{M = k}

(29)
where

t = Ti,j +
s∑

i=1

r∑
j=1

mi,jTi,j + lTC +(m+ l)E[M ]+k∆ (30)

and mi,j represents the number of transmissions of packets
of length Li at rate Cj at node B between any two arrivals
with m =

∑s
i=1

∑r
j=1 mi,j . The explanations for the various

terms in the equations above is analogous to those in Section
IV-B. Note that the above equations are for the case when
the first received packet corresponding to the interarrival have
length Li and was transmitted at rate Cj . Thus Equation (29)
needs to be summed for all possible combinations of Li and
Cj and also all possible values of mi,j which result in an
interarrival time of t. The above analysis can also be extended
to find the interarrival times considering the arrivals from only
a particular packet size.

V. SIMULATION RESULTS

To verify and evaluate the model presented in Section IV
we conducted extensive simulations using the ns-2 simulator
and in this section, we present these results. In addition to the
validation results, we also investigate the scaling behavior of
wireless traffic in various scenarios.

A. Simulation Model

To verify our analytical model and also to study higher order
characteristics of traffic under 802.11 MAC protocol we used
the topologies shown in Figure 7. The distances between the
nodes were chosen such that all the source nodes are at a
“hearing” distance from each other as well as the node BN1.
Thus BN1 can be considered as the base station B of Section
IV-A and the intermediate node B in Section IV-B. The results
presented in this section correspond to the traces and statistics
collected at node BN1. In part (b) of Figure 7, none of the

SR
2

SR
1

SR
n

BN1

(a) Fixed base station

SR1

SR2

SRn

BN1 BN2 BN3 BN4

DS1

DS2

DSn

(b) Ad hoc network

Fig. 7. Simulation topologies: (a) BSS with a fixed base station (b) ad hoc
network.

source nodes are in the range of BN2, BN3 and BN4 or
any of the destination nodes DS1, DS2 etc. Similarly, the
destination nodes are within the hearing distance of each other
and only BN4. The data packets are thus forwarded to BN1 and
subsequently to BN2, BN3 and BN4 before finally reaching
its destination node. The sources use TCP as the transport
protocol and the data packet size was 1000 bytes while the
ACK packets were 40 bytes long. Each simulation was run for
3600 seconds of simulated time giving us hour long traces. The
interface queues used a Droptail policy and the interface queue
length was set at 50 packets. All the simulation results reported
use DSDV as the routing protocol. We have also verified
our results using the DSR routing protocol. All sources and
receivers have an OmniAntenna of height 1.5m and transmitter
and receiver gains of 1. All other parameter settings for these
simulations are given in Table 1.

In our simulations models, the nodes have no mobility. This
is primarily because our interest in this paper is to characterize
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Physical Layer 802.11 MAC
Propagation 2 ray gnd RTS size 44 bytes

Channel Wireless CTS size 38 bytes
Rx Threshold 3.652e-10 DIFS 50 µsec

Bandwidth 2 Mbps SIFS 10 µsec
Frequency 914 MHz Slot size 20 µsec

Loss Factor 1.0

TABLE I

SIMULATION SETTINGS

and understand how 802.11 MAC on its own can influence
the traffic interarrivals and second order scaling. Also, as
described in Section IV, as long as a set of nodes are within
hearing range of each other, their mobility patterns is not
an issue in the channel access and usage dynamics. In the
presence of mobility, the set of nodes forwarding their packets
through BN1 will keep changing. We validate the generality of
the conclusions of our paper for scenarios with mobility using
simulations in Section V-B.2. This implies that our analysis
can also be used to approximate the traffic characteristics
in a wireless network with mobile hosts if we interpret N
of Section IV as the “average” number of nodes forwarding
packets through the base station or intermediate node.

We consider the following scenarios for the purpose of our
analysis: (A) Simulations for ad hoc networks (modeled in
Section IV-B) and (B) Simulations for wireless networks with
fixed base stations (modeled in Section IV-A). For both cases,
we consider the following scenarios: (1) 40 sources (2) 20
sources and (3) 10 sources. We now present the results for the
40 and 10 sources cases in Section V-B. The results for the
20 nodes case are similar and thus omitted.

B. Results

In our study of the traffic characteristics under a 802.11
MAC, we first investigate the distribution of the interarrival
times at the base stations and intermediate nodes. In this
section we also present the simulation results to validate
our analytic model for the interarrival time distributions. Our
second traffic characteristic of interest is the second order
scaling or self-similarity of the traffic at the base stations or the
intermediate nodes. In this context we use the wavelet based
analysis of [1] to characterize the second order scaling since
in addition to estimating the degree of long range dependence,
wavelet plots are well suited for characterizing non-linearities
in the scaling exponents. We also used the absolute value and
R/S statistic methods to estimate the degree of similarity [25]
though we only report the results from the absolute value
method due to space constraints.

1) Interarrivals Times: Figure 8 shows the interarrival
time distribution at node BN1 when the interarrival process
corresponds to just the the data packet arrivals. these results
correspond to the topology shown in Figure 7 (b). The figure
also shows the analytic results as given by Eqn. (23) and
we note the close match with the simulation results. The
first peak corresponds to two TCP packets coming next to
each other while the next two peaks signify cases where
we have one or two ACK packets between the TCP packet,
respectively. Figure 9 shows the interarrival times when we
consider both TCP and ACK packets to constitute the arrival

process. The analytic model, which again shows a close match
to the simulation results is expressed in Eqn. (21). Note that
in this case the first peaks appear much earlier and correspond
to back to back ACK packets. The smaller peaks correspond
to the increase in interarrival times due to the ACK and TCP
packets being forwarded by the node.

In Figure 10 we show the interarrival time distribution at
the base station BS1 of the topology shown in Figure 7 (a).
The analytic model corresponds to Eqn. (17) and the arrival
process at BN1 corresponds to the TCP packets being received.
We note that there are more peaks in this case with the first
peak corresponding to two TCP packets being received back
to back. The subsequent 4 discernible peaks correspond to 1,
2, 3 or 4 ACK packets arriving between two data packets.

The most significant observation from these figures is the
pacing or clustering of the interarrival times around various
modes in the distribution. The times T1 and T2 associated with
the transmission times and the inter-mingling of the reception
and forwarding events at the base station or intermediate node
leads to the formation of these peaks.

2) Results With Mobile Nodes and Fading Channels:
Though our model does not account for mobility, its general
conclusions on the impact of the 802.11 MAC on the traffic
characteristics, for example pacing and multiple modes, are
still valid in scenarios with mobile nodes. With mobility, nodes
move in and out of range of any given intermediate node, and
the set of nodes using this intermediate node to forward their
packets may change over time. However, as long as the number
of nodes in this sets does not change very rapidly, the traffic
characteristics remain more or less the same since the medium
access and control pattern is not significantly affected by these
variations.

In Figure 11, we plot the simulation results for the in-
terarrival times at an intermediate node when the nodes are
mobile. The simulation was conducted assuming an area of
500 × 1500 meters. The random way-point model was used
to generate the mobility patterns and all nodes had a speed
of 5m/s. We note that for both 10 and 40 node case, the
interarrival time distributions has characteristics similar to
those in Figure 9 and shows the pacing introduced by the
MAC. Thus, even with mobility, the qualitative nature of
the traffic characteristics, specially at lower time-scales, does
not change since the channel access characteristics at the
intermediate node essentially stays the same. We do note that
with mobility, various other factors like the mobility model and
routing protocol can affect the inter-arrival time characteristics.
However, characterizing these effects is beyond the scope of
this paper.

Wireless networks frequently operate under harsh and un-
predictable channel conditions due to a variety of factors
like multipath and shadow fading, Doppler spread and time
dispersion or delay spread. These factors are all primarily
caused by the variability introduced by the mobility of the user
or objects in its vicinity. The most common and significant of
these, multipath fading, occurs when the transmitted signal
is reflected by objects in the environment between the base
station and a user. The distinct paths followed reflected signals
results in random phase offsets at the sender which causes
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Fig. 8. Interarrival times for only TCP packets for the ad hoc network.
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Fig. 9. Interarrival times for both TCP and ACK packets for the ad hoc network.
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Fig. 10. Interarrival times at the base station of the BSS.

random fading of the signal when the reflections destructively
(and constructively) superimpose on one another The degree
of cancellation, or fading, depends on the delay spread of the
reflected signals, as embodied by their relative phases, and
their relative power.

The statistics describing the fading signal amplitude are
usually characterized as either Rayleigh or Ricean. Rayleigh
fading occurs when there is no line of sight (LOS) component
present in the received signal while in its presence, the fading
follows a Ricean distribution. The probability density function

for the Ricean envelop is given by

p(r) =
r

σ2
e−

r2+A2

2σ2 I0

(
Ar

σ2

)
for A ≥ 0, r ≥ 0 (31)

The parameter A denotes the peak amplitude of the dominant
signal and I0(·) is the modified Bessel function of the first
kind and zero order. The Ricean distribution is also described
in terms of a parameter K with K = A2/(2σ2) where σ2 is
the variance of the amplitude of the dominant signal. Also,
A → 0, K → −∞, the Ricean distribution degenerates to a
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Rayleigh distribution.

In Figure 12 we plot the interarrivals time distribution at
the base station BS1 of the topology shown in Figure 7 (a)
for both Ricean and Rayleigh fading models. In both cases,
the interarrival characteristics are similar with that observed
in Figure 10. However, in the presence of fading, increased
frame errors leads to considerably less packets being received
successfully thereby increasing the interarrival times. Also,
with the Ricean model we have line of sight and thus better
signal reception. Thus the magnitudes of the peaks in this case
is considerably higher than that for the case with Rayleigh
fading.

3) Traffic Characteristics with PCF: While DCF is the
basic medium access in 802.11 and must be implemented
by all nodes, the specifications also allow for a polling
based access mechanism, the Point Coordination Function
(PCF) primarily intended for real time traffic. PCF provides
a contention free transfer mechanisms which coexists with
the DCF at the MAC layer. The access point performs the
functions of the point coordinator by gaining control of the
medium at periodic intervals (the Contention Free Repetition
Interval or superframe) and starting the Contention Free Period
(CFP). During the CFP, nodes which are on the polling list of
the access point are polled for a single pending frame transfer
according to a polling list. On receiving the poll, stations with

data to send transmit their frames. Once all nodes in the polling
list finish transmitting, the time remaining in the superframe
is spent in the DCF mode. The superframe size as well as
the number of nodes being polled have an important impact
on the traffic characteristics and in this section we investigate
these in more detail.

With periodic polling of nodes, we expect the traffic to
become more regular in the presence of PCF based operation.
Also, as the number of nodes in the polling list increases,
with fixed length packets, traffic becomes more and more
periodic. In Figure 13 we show the simulation results for the
interarrival time distribution at the base station BS1 of the
topology shown in Figure 7 (a). The figure shows the results
for 10 nodes and the results for the other topologies are similar.
The polled nodes generate constant bit rate (CBR) UDP traffic
while the non-polled nodes generate TCP traffic. The choice
of CBR UDP traffic for the polled nodes was made keeping in
mind the fact that the polled mode is primarily for real-time
traffic. We note that even with two nodes polled, though the
traffic characteristics have some similarity to those observed in
Figure 10, now we have more traffic which arrives periodically
as seen by the relative sizes of the peaks. As the number of
polled nodes increases, we see that the relative magnitude of
the first peak increases, showing that the traffic becomes more
periodic. With a larger number of polled nodes, the fraction
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Fig. 13. Interarrival times with PCF operation with 10 nodes. (Superframe size = 500msec, 1000 byte packets)

of time spent in the CFP increases. This results in a larger
fraction of incoming packets arriving at periodic intervals.

4) Interarrival Times at Larger Time-Scales: In the results
presented in the previous section, note that the X-axis has
a maximum value of 20ms. Thus these results take a fine
grained look at the interarrival times. The use of RTS and
CTS messages to reserve the channel usage reduces the time
for which the channel remains unutilized and thus also affects
the interarrival times. Also, the dynamics of the IEEE 802.11
MAC are such that its impact on the interarrival times are
confined to the smaller time scales. However, the impact of
upper layer protocols like TCP can also modulate the packet
interarrival times even if the application always has data to
send. In this section, we investigate the large time scale
behavior of the traffic characteristics. The results in this section
correspond to simulations of 20 sources. The trends in the
results for the other topologies are similar and are omitted
due to space constraints.

In Figure 14 (a) we plot the complementary cumulative
distribution function (CCDF) of the packet interarrival times
to time scales of 10 seconds (the graphs show the total number
of arrivals with inter-arrival times greater than a certain value
rather than its normalized value). We see that the CCFD
plot obtained from the simulation has a linear slope in the
log-log plot till time scales of few hundred milliseconds.
However, looking at the characteristics beyond a few hundred
milliseconds, it is apparent that the inter-arrival times are not
truly heavy-tailed as the curve drops sharply. The figure also
shows the CCDF of the interarrival times as predicted by the
analytic model of Section IV and we note that the contribution
of the MAC layer to the interarrival times die out after after
a few 10s of milliseconds. Thus, it must be the upper layer
protocols which contribute to the linear behavior of the CCDF
at higher time scales and we now explore these in detail.

The “heavy-tailed” behavior over the time scales of 10s
of milliseconds to 100s of milliseconds can be attributed
to the impacts of TCP, and specifically to the timeout and
retransmission policies on the packet transmission times as has
been noted for the wired networks [12], [10], [22]. To verify
that this part of the tail is indeed due to TCP related causes,
in Figure 14 (b) we plot the interarrival times for the same
topology with the transport protocol changed to a constant bit
rate (CBR) UDP sources of rate 40Kbps. We see that with

CBR UDP sources, the tails of the CCDF plots drop sharply
much earlier as there are no timeouts and exponential backoffs.
Since the CBR source continuously produces packets, its rate
introduces an upper bound on the time till which a source
can remain idle with the inter-packet time being inversely
proportional to the rate. The effect of this on the interarrival
times is visible in Figure 14 (c) where sources with rates 20Kb,
40Kb and 60Kb are used. As expected, the scenarios with
higher rates have quicker fall in the tail of the interarrival
times.

With transport protocol related causes, the time scales over
which we can observe linear regions in the log-log CCDF
plots is limited to a few seconds. However, it is still possible
to observe the linear behavior at higher time scales due to
application and human effects. Heavy tailed file sizes and
human think times, which are inherently larger time scale
phenomena, have been pointed out as possible contributors
to the self-similarity of network traffic [4]. In Figure 14 (d)
we show the CCDF of the interarrival times when the nodes
in the network transfer web traffic and compare it with the
TCP and UDP cases. We see that with web traffic, the tails of
the CCDF extend further, primarily due to the impact of inter-
page request times (i.e. the human think times). The web traffic
was generated using the specifications defined in [9]. In these
simulations, each source requests a number of pages from the
server (with exponentially distributed inter-page request times
representing human think times). Each page contains a number
of objects with inter-object request times being exponentially
distributed with mean 0.01 seconds. The size of each object is
drawn from a heavy tailed (Pareto) distribution with an average
size of 10KB and various shape parameters.

The impact of different think times is shown in Figure 14
(e) where we plot results corresponding to average inter-page
times of 20, 30 and 40 seconds. As expected, with larger
average inter-page times, the tails move to the right. The
impact of the degree of heavy tail in the file sizes is shown in
Figure 14 (f) where we plot the curves for shape parameters
of 1.2, 1.5 and 1.8 for the Pareto file size distribution. It is
interesting to see that, contrary to expectations, the degree of
heavy tail in the file size does not affect the inter-arrival times.
This is because the file sizes only determine the durations
for which TCP flows are active. While the flows are active,
only the MAC and TCP related causes control the inter-arrival
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Fig. 14. Power laws in the interarrival times at the intermediate nodes (α=shape parameter, T=average think time)

times. Also, we note three distinct regions in the CCDF plots
in Figures 14 (e) and (f), each characterized by a different
slope. The difference in the slope results from the fact that in
each of these regions, either the MAC or the transport or the
application level causes are the dominant contributors.

Thus, the packet interarrival times are governed by a host
of factors and it is important to understand the exact impact
of each on the characteristics and the time scales they operate
on. Depending on the buffer size of the system under con-
sideration, it is then possible to evaluate it critical time scale
[11]. This time scale then determines which of the three layers
plays the most crucial in the system’s performance.

5) Second Order Scaling: For the topology of Figure 7
(a) with 40 nodes, Figures 15 (a) and (b) show the wavelet
plots for 2 randomly selected nodes and plot 15(c) shows the
wavelet plot for the intermediate node. These graphs plot yj

(as defined in Section III-D) as a function of the octave scale
j and if the traffic is self-similar, it is manifested in these plots
in the form of a straight line. We note that while the individual
sources show linear scaling consistent with long range depen-
dence and self-similarity, the bottleneck has a more complex
behavior and cannot be considered self-similar. The non-linear
behavior of the energy in each time scale suggest a behavior
more consistent with multi-fractal processes. Similar results
are obtained for the 20-source simulation and the 10-source
simulation (Figures 16). The values of the Hurst parameter
or the degree of self-similarity, as calculated by the wavelet
method are tabulated in Table 2. We also note that for most of
the wavelet plots, the curves do not increase linearly at higher
or lower octaves which might indicate that the self-similarity
is not expressed at all time scales.

Note that the absence of self-similarity at the base stations

or intermediate nodes is in sharp contrast to the results at
routers or wired LANs [18], [30]. We conjecture that this is
at least partially due to the pacing effects of the 802.11 MAC
and the resulting multimodal interarrival time distribution. The
presence of different modes in the traffic also contributes to
the varying scaling exponents at different time scales giving
a more multi-fractal feel to the traffic. The almost self-
similar behavior of the individual TCP sources is consistent
with similar observations in wired networks [27], [28]. This
suggests that the TCP related dynamics dominate the source
traffic characteristics while at the base station or intermediate
nodes, 802.11 MAC has a dominant role to play.

40 Nodes 20 Nodes 10 Nodes
Node H Node H Node H

3 0.991 3 0.929 2 0.957
14 0.993 7 0.921 4 0.953
27 0.983 13 0.889 7 0.916
33 0.945 17 0.946 9 0.854

TABLE II

H VALUES FROM WAVELET METHOD.

VI. CONCLUSIONS

In this paper we studied the implications of IEEE 802.11
MAC protocol on the traffic characteristics of a wireless
network. Our study concentrated on two characteristics: the
interarrival time distribution and the second order scaling
behavior of the traffic. We also developed an analytic model
to characterize the interarrival time distribution of packets ar-
riving at the base station of a wireless BSS or the intermediate
nodes acting as routers in ad hoc networks. Our model was
validated using extensive ns-2 simulations.
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Fig. 15. Second order scaling at various sources and the base station (40 nodes).

1 2 3 4 5 6 7 8 9

2

3

4

5

6

7

8

9

10

Octave j

y
j
 

1 2 3 4 5 6 7 8 9

2

3

4

5

6

7

8

9

10

Octave j

y
j
 

1 2 3 4 5 6 7 8 9
6

7

8

9

10

11

12

13

14

15

16

Octave j

y
j
 

(a) Source Node 7 (b) Source Node 9 (c) Base Station

Fig. 16. Second order scaling at various sources and the base station (10 nodes).

The results of this paper provide a new insight into the
behavior of wireless traffic and can be used to develop more
accurate queueing models, traffic schedulers for achieving
quality of service, admission control policies etc. The paper
also presents a study of the fractal properties of wireless traffic,
critical for understanding the behavior of traffic across all time
scales and necessary for accurate prediction of network per-
formance. We also identify the critical timescales over which
protocols at different layers affect the traffic characteristics.
These timescales determine the buffer requirements and the
corresponding delays and loss rates introduced in the system.
The paper also studies the complex interactions between the
various layers of the protocol stack and their overall impact
on the traffic characteristics.

The main result of our analytic model and the simulation
results in its support is to show the pacing of traffic induced
by the 802.11 MAC protocol. The resulting interarrival times
have a multimodal distribution with the position of the peaks
determined by the transmission times associated with packets
of different sizes. This has serious implications for design-
ing interface buffers at wireless nodes and traditional traffic
models can no longer be used to evaluate performance. Our
model provides a basis for further performance studies and
accurate analysis of 802.11 based networks. Also, the region
of impact of the MAC is till the time scales of a few tens of
milliseconds while transport or application layer dominate the

characteristics beyond that.
This paper also investigated the presence of heavy tails

in the inter-arrival times and the contribution of the MAC,
transport and application layer protocols to such behavior.
We showed that while the small time scale (upto few 10s
of msec) behavior of the inter-arrivals is governed by the
MAC, moderate (10s to 100s of msec) and large (100s of msec
and higher) time scale behavior is dominated by the transport
and application layer protocols respectively. An interesting
observation here was that in scenarios with web traffic transfer,
the degree of heavy tailedness of the distribution used to
generate file sizes did not have any effect on the interarrival
time distribution.

The second part of our study focuses on the second order
scaling of TCP traffic in 802.11 networks. Our simulation
results show that while the traffic patterns at the individual
sources are more consistent with long-range dependence and
self-similarity, in contrast to wired networks, the aggregate
traffic is not self-similar. The aggregate traffic is better classi-
fied as a multifractal process and we conjecture that the various
peaks of the multimodal interarrival time distribution have a
direct contribution to the differing scaling exponents at various
timescales.
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