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Abstract

LEACH (Low Energy Adaptive Clustering Hierarchy)
[1] is one of the popular cluster-based structures, which has
been widely proposed in wireless sensor networks. LEACH
uses a TDMA based MAC protocol, and in order to maintain
a balanced energy consumption, suggests that each node
probabilistically become a cluster head. To reduce the en-
ergy consumption and to avoid the strict synchronization re-
quirements of TDMA, we first apply a sleep-wakeup based
decentralized MAC protocol to LEACH, then we present
an analytic framework for obtaining the optimal probabil-
ity with which a node becomes a cluster head in order to
minimize the network’s energy consumption. The analysis
is first presented for small networks, under the assumption
of identical expected distance of all cluster heads from the
sink. Then the analysis is extended for large networks to
consider the case when the distances of various sections of
the network from the sink may be different, since nodes fur-
ther away have to spend greater energy in order to reach the
sink. Our simulation results show that using this optimal
probability results in much more efficient energy consump-
tion and compared with the current LEACH, our proposal
consumes significantly less power.

1 Introduction

Wireless Sensor Networks (WSNs) can offer unique ben-
efits and versatility with respect to low-power and low-cost
rapid deployment for many applications which do not need
human supervision. The nodes in WSNs are usually battery-
operated sensing devices with limited energy resources and
replacing or replenishing the batteries is usually not an op-
tion. Thus energy efficiency is one of the most important
issues and designing power-efficient protocols is critical for
prolonging the lifetime.

Clustering network is an efficient and scalable way to or-
ganize WSNs [8, 1]. A cluster head is responsible for con-

veying any information gathered by the nodes in its cluster
and may aggregate and compress the data before transmit-
ting it to the sink. However, this added responsibility results
in a higher rate of energy drain at the cluster heads. One
of the most popular clustering mechanisms, LEACH, ad-
dresses this by probabilistically rotating the role of cluster
head among all nodes. However, unless each node selects
its probability of becoming a cluster head wisely, the perfor-
mance of the network may be far from optimal. The main
focus of this paper is to address this problem and develop
a framework to select the optimal probability with which a
node should become a cluster head from the perspective of
minimizing the network’s energy consumption.

The rest of the paper is organized as follows. Section 2
presents a brief description of related work, Section 3 de-
scribes the problems with the current LEACH algorithm,
and our MAC protocol for LEACH architecture. In sec-
tion 4 we analyze the energy consumption of sensors and
develop the framework for obtaining the optimal probabil-
ity of cluster head selection. Finally, simulation results are
presented in Section 5 while Section 6 concludes the paper.

2 Related Work

In sensor networks, the nodes serving as cluster heads are
over-loaded with the long range transmissions to the remote
nodes or sink as well as due to the extra processing neces-
sary for data process. One way to ensure balance energy
consumption is to rotate the role of a cluster head randomly
and periodically over all the nodes as proposed in LEACH
[1]. The operation of LEACH is divided into periods and
each period consists of a set-up phase and a steady-state
phase. During the setup phase, nodes communicate with
short messages and are organized into clusters with some
nodes selected as cluster heads. After the set-up phase, each
cluster head sets up TDMA schedules for all leaf nodes in
its cluster. Leaf nodes send any data they generate to the
cluster heads according to the TDMA schedule. The clus-
ter head aggregates and compresses this data before passing



it to the sink. A number of schemes to prolong the life-
time of sensor networks have been proposed in literature.
A new chain-based protocol called PEGASIS is proposed
in [2] where each node communicates only with a close
neighbor instead of directly communicating with the sink,
and takes turns transmitting to the sink. A hybrid protocol
APTEEN [3], which allows for comprehensive information
retrieval, and the nodes in such a network not only react
to time-critical situations, but give an overall picture of the
network at periodic intervals. However, appropriate cluster
head election mechanisms are required to reduce the energy
consumption and enhance the lifetime of the network. In
[8], each node computes the quotient of its own energy level
and the aggregate energy remaining in the network. With
this value each node decides if it becomes cluster head for
this round or not. Nodes with higher power are more likely
to become cluster heads than nodes with lower power. The
problem with this scheme is that each node has to estimate
the remaining energy in the network which requires addi-
tional communication with the sink and other nodes. In [4],
the authors extend LEACH’s stochastic cluster heads selec-
tion algorithm by adding a deterministic component, and
change the probability of a node becoming a cluster head
by the remaining energy of sensor nodes. In LEACH-C [6],
the cluster formation is done at the beginning of each round
using a centralized algorithm by the sink. Although the en-
ergy cost for cluster formation is higher in LEACH-C, the
overall performance may be better than LEACH due to im-
proved cluster formation by the sink. SMAC [7] is a kind of
energy efficient MAC protocols for WSNs, which is based
on the CSMA/CA [5] mechanism. In SMAC each node fol-
lows a periodic sleep-wakeup schedule, synchronized with
its neighboring nodes. Although SMAC is energy efficient,
it is not fit for cluster based architectures.

In this paper, we propose an optimal cluster head selec-
tion algorithm to prolong the lifetime of WSNs based on
the LEACH architecture. We also present a more energy
efficient MAC protocol based on SMAC for using in the
LEACH architecture, replacing TDMA.

3 Protocol Description

There are several problems in the current LEACH, which
makes the LEACH energy inefficient. Since cluster heads
spend more energy than leaf nodes, it is quite important to
reselect cluster heads periodically. If this probability is set
high, more nodes will become cluster heads and the rate
of energy consumption becomes high; If this probability is
low, the size of each cluster becomes larger and the av-
erage distance between leaf nodes and their cluster head
increases, and the rate of energy consumption in the net-
work also increases since the energy consumption is related
to the square of distance from leaf nodes from the cluster

head. The LEACH protocol specifies that nodes become
cluster heads with a probability of 5% under normal cir-
cumstances, a value which results in suboptimal operation
in most scenarios. Also, the TDMA mechanism which is
used by LEACH for intra-cluster communication does not
scale when the number of nodes increases.

This paper addresses these two problems above by ap-
plying a sleep-wakeup based, decentralized MAC protocol
to LEACH. We also analyze LEACH’s cluster head selec-
tion algorithm to find the optimal probability.

The operation of MAC is divided into rounds. A round is
defined as the period from an instance of cluster head selec-
tion to the next cluster head reselection. Each round consists
of several cycles and each cycle consists of a setup phase, an
intra cluster communication phase and an inter cluster com-
munication phase. In each setup phase, the nodes may either
exchange messages to select a new cluster head or exchange
network setup and maintenance messages if there is no need
to reselect a new cluster head. The cluster head selection is
repeated once several cycles. During the intra cluster com-
munication phase, cluster heads exchange data with the leaf
nodes in their cluster and compress these data into a single
message. After the intra cluster communication phase, the
cycle comes to the inter cluster communication phase and
only the the cluster heads keep the radio on to transmit the
compressed data to the sink. During this period, each clus-
ter head accesses the channel in distributed manner by using
CSMA/CA. The cluster heads stay awake at all times while
the leaf nodes may sleep during the inter cluster communi-
cations to save energy. Since CSMA/CA is used for both
the intra and inter cluster communication, the distributed
nature of the protocol reduces the complexity and improves
the scalability as the number of nodes increases.

Figure 1. Protocol operation over two cycles

Figure 1 shows a simple example of the protocol’s oper-
ation over two cycles for two nodes. In the first cycle, node
0 and node 1 both send cluster head election information in
the setup phase, and node 0 is elected as the cluster head.
After the setup phase, as a leaf node, node 1 sends data to



node 0 in the intra cluster phase. Node 1 enters the sleep
mode in the inter cluster phase when node 0 sends the data
collected during the intra cluster phase to the sink. In the
second cycle, there is no need to reselect the cluster head
and thus in the setup phase, nodes in the cluster exchange
network maintenance information. The setup phase is fol-
lowed by the second intra cluster phase and inter cluster
phase.

4 Optimal Cluster Head Selection

The calculations are based on the following assumptions
and simplifications. We assume that the intra cluster com-
munication phase is long enough, so all leaf nodes having
data can send their data to the cluster head; And the inter
cluster communication phase is long enough, so all head
nodes having data can send their data to the sink. The clus-
ter head performs data aggregation and compression before
transmitting the data to the sink. The sink is assumed to be
stationary and all sensor nodes are able to reach the sink.
Finally, we assume symmetric propagation channels.

4.1 Radio Model for Energy Analysis

In this section, we describe our model for the energy
consumed by the radios during transmission and reception.
The nodes are assumed to have power control features so
as to adjust their transmit power to the minimum level re-
quired for successful transmission. Now, different assump-
tions about the radio energy dissipation characteristics in
the sending and receiving modes affect the performance of
different protocols. To keep the model general, we assume
that the radio dissipates Eelec J/bit to run the transmitter
or receiver circuit and Eamp J/m2 for the transmitter am-
plifier to achieve an acceptable signal to noise ratio [1]. As-
suming r2 energy loss due to channel transmission, to send
a k bits message to a distance of d meters using this radio
model, the radio expends

ETx(k, d) = kEelec + kEampd
2 (1)

Joules of energy and the radio expends

ERx(k, d) = kEelec (2)

Joules of energy to receive the message.

4.2 Energy Consumption Calculation

We consider a network area L × L meters with M sen-
sor nodes randomly distributed with uniform distribution.
The distance of the cluster heads to the sink is denoted by
d and the distance between the leaf nodes in a cluster and
their cluster head is denoted by r. For an arbitrary node in

an arbitrary cluster, the probability that the node has data
to send in an arbitrary cycle is denoted by prate, and the
data sent by the nodes consists of kdata bytes. Since clus-
ter heads compress the data before sending it to the sink,
the length of this data is also assumed to be kdata bytes.
We denote the expected number of nodes in a cluster by
N with one cluster head and N − 1 leaf nodes. Then the
probability that the cluster head has data to send at the be-
ginning of an inter cluster communication phase is given by
phrate = 1 − (1 − prate)N . The time to transmit one byte
on the network is denoted by T . The time devoted for intra
cluster communications in each cycle is denoted by Tintra

and the time devoted for inter cluster communication is de-
noted by Tinter. Since the setup phase has the same energy
consumption characteristics as the intra cluster communi-
cation phase, we combine the setup phase and intra cluster
communication phase together in Tintra. Also, the energy
spent on receiving is almost the same as the energy spent on
the idle listening, so the energy consumed during a period
of idle listening can be calculated by evaluating the energy
spent on receiving a message for the same amount of time.

The main objective is to minimize the mean energy con-
sumption of every sensor node in each round. We denote
the probability that a node serves as a cluster head in an ar-
bitrary cycle by p and the energy consumption of a sensor
node in a cycle when it is a cluster head by Ehead. Thus the
probability that a node is a leaf node in an arbitrary cycle is
1 − p and we denote the energy consumed by a leaf node
in a cycle by Eleaf . Then the mean energy consumed by a
node in a cycle is given by

Eavg = pEhead + (1− p)Eleaf (3)

A leaf node needs to turn on the radio only in the period
of intra cluster communication. Then based on the radio
model in Eqns. (1) and (2), the mean energy consumption
of leaf node is given by

Eleaf = prate

[
ETx(kdata, r)+ERx

(
Tintra

T
−kdata

)]
+(1− prate)

[
ERx

(
Tintra

T

)]
(4)

There are two parts of energy consumption in Eqn.
(4). First, when the leaf node has data to send, an
event which occurs with probability prate, the node spends
ETx(kdata, r) Joules to transmit the data to the cluster head.
For the remaining period of the intra cluster communication
phase, whose duration in terms to bytes that may be trans-
mitted in this period is given by Tintra

T − kdata, the leaf
node is in the idle listening mode. Since the energy con-
sumed during idle listening is almost the same as the en-
ergy consumed during data receiving, the node consumes



ERx(Tintra

T − kdata) Joules. This is the first term of Eqn.
(4). Second, in case the leaf node does not have any data
to send to cluster head, which happens with probability
1 − prate, the leaf node stays in the idle listening for the
entire intra cluster communication period (whose duration
in terms of bytes is given by Tintra

T ). The energy spent in
this case is given by ERx(Tintra

T ) as shown in the second
term of Eqn. (4). Note that since leaf nodes turn off their
radios in the inter cluster period, there no energy consumed
during this phase.

Cluster heads have to turn on their radio during both the
intra cluster and the inter cluster periods. Using the radio
model in Eqns. (1) and (2), the average energy consumed
by a cluster head is given by

Ehead = phrate

[
ETx(kdata, d) + ERx

(
Tinter

T
− kdata

)]
+(1− phrate)

[
ERx

(
Tinter

T

)]
+ ERx

(
Tintra

T

)
(5)

With probability phrate, cluster heads have data to send
to the sink during an inter cluster communication phase
and this consumes ETx(kdata, d) Joules energy. In the
rest of the inter cluster communication period, of duration
Tinter

T − kdata in terms of bytes, the energy consumed is
given by ERx(Tinter

T − kdata) since the cluster head is in
the idle listen mode in this period. This is the first term in
the equation above. With probability 1 − phrate the cluster
head does not transmit any data to the sink and in this case
the cluster head spends the entire inter cluster communica-
tion period in the idle listen mode, consuming ERx(Tinter

T )
Joules and this is the second term in the equation above.
Finally, the cluster head remains in the receiving mode
during the intra cluster communication phase consuming
ERx(Tintra

T ) joules and this is the third term in Eqn. (5).
To evaluate Eqns. (4) and (5) we need to obtain the mean

distance r between the leaf nodes in a cluster and their clus-
ter head. To obtain r we need to characterize the area cov-
ered by a cluster and here we use the concept of Voronoi
Tessellations [9]. Given a set of points in a plane, a Voronoi
tessellation divides the plane into a set of polygonal regions,
the boundaries of which are the perpendicular bisectors of
the lines joining the points. Consider an open set Ω ∈ R2.
The set {Vi}k

i=1 is called a tessellation of Ω if Vi ∩ Vj = ∅
for i 6= j and ∪k

i=1Vj = Ω. Let d denote a distance defined
on R2. Given points {zi}k

i=1 belonging to Ω, the Voronoi
region V̂i corresponding to the point zi is defined by

V̂i = {x ∈ Ω|d(x, zi) < d(x, zj) for j = 1, · · · , k, j 6= i}
(6)

The points {zi}k
i=1 are the generators and the set {V̂i}k

i=1

is a Voronoi tessellation of Ω. Each V̂i is referred to as
the Voronoi region corresponding to zi. In the uniform,

randomly deployed scenario considered in this paper, the
cluster heads are the points zi and the leaf nodes are points
which fall into the Voronoi region V̂i corresponding to the
cluster head zi. This is because leaf nodes will tend to get
associated in the cluster belonging to the cluster head near-
est to them. Since the nodes are uniformly distributed in the
field, the mean position of cluster heads (x∗, y∗) is evenly
located in the field, and the Voronoi region corresponding
to each cluster head using standard Euclidean distance is a
square region as shown in Figure 2.

Figure 2. Voronoi tessellation separation

Since each node becomes a cluster head with probability
p and the number of nodes in the network is M , the expected
number of cluster heads in the network is Mp. Thus the ex-
pected area covered by each cluster is L2

Mp and as the regions
in the Voronoi tessellation shown in Figure 2, this may be

considered to be a
√

L2

Mp ×
√

L2

Mp square area. Also, since
the location (x, y) of a leaf node in a cluster is also uni-
formly and independently distributed in the cluster area, as
is the position of the cluster head inside the cluster, (x∗, y∗).

Thus we have E[x] = E[x∗] = E[y] = E[y] = 1
2

√
L2

Mp ,

and E[x2] = E[x∗2] = E[y2] = E[y∗2] = 1
3

L2

Mp and the
average squared distance of a leaf node from its cluster head
is given by

r2 = E[(x− x∗)2 + (y − y∗)2] =
L2

3Mp
(7)

Now using the notation kintra = Tintra

T and kinter =
Tinter

T and substituting Eqns. (4), (5) and (7) into Eqn. (3),
the average energy consumed by a node in a cycle, Eavg ,
can be written as

Eavg=Eampkdata

[
L2(1−p)prate

3Mp
+ p(1−(1−prate)N )d2

]
+Eelec(kintra + pkinter)

(8)



4.3 Analysis for Small Networks

For small networks or in a coarse grained analysis, the
expected distance of each cluster head from the sink may be
considered to be the same. In this case, every sensor node
is assigned the same probability with which it becomes a
cluster head. To obtain the optimal value of this proba-
bility, in Eqn. (8) we need to substitute the expected dis-
tance of a cluster head from the sink, d. The sink position
(xsink, ysink) is fixed for a given sensor network scenario
and the position of an arbitrary cluster head, (x∗, y∗), is
uniformly distributed in the network area of L × L meters.
Then, E[x∗] = E[y∗] = L

2 and E[x∗2] = E[y∗2] = L2

3
and the average square of the distance between an arbitrary
cluster head and the sink is

d2 = E[(xsink − x∗)2 + (ysink − y∗)2]

= (L− 1
2
xsink)2 + (L− 1

2
ysink)2 − 4

3
L2 (9)

Assuming the sink is located at (0, 0), the expression for
d further simplifies to

d2 = L2 + L2 − 4
3
L2 =

2
3
L2 (10)

Also, since every sensor node has the same probability p
to become a cluster head, the expected number of nodes in
a cluster is given by

N =
1
p

(11)

Substituting this expression for N and the expression for
d2 from Eqn. (10) into Eqn (8), the average energy con-
sumed by a sensor node in this case is given by

Eavg=EampkdataL2

[
2p(1−(1−prate)

1
p )

3
+

(1−p)prate

3Mp

]
+Eelec[kintra + pkinter] (12)

In order to find the optimal value of the probability with
which a node should become a cluster head that minimizes
the mean energy consumption of the sensor nodes, we take
the derivative of Eqn. (12) above with respect to p and
equate it to zero. This is given by

0 = Eeleckinter −
prateEampkdataL2

3Mp2
+

2
3
EampkdataL2

+
2EampkdataL2(1−prate)

1
p

3

[
ln(1−prate)

p
− 1

]
(13)

Eqn. (13) can be easily resolved numerically, to obtain
the optimal probability for a node to become a cluster head

for a given rate of data generation, prate. We note that the
optimal value of p also depends on the dimensions of the
area covered by the network, the number of sensor nodes
in the network, the length of messages, the rate at which
data is generated at each node and the length of time a leaf
node may sleep in a cycle, i.e., the length of the inter cluster
communication period. For a given sensor hardware, Eelec

and Eamp are constant values. Also, the dimension of sen-
sor field, the number of nodes in the network and kdata and
kinter are also fixed when the application is decided. The
optimal probability of sensor nodes to become cluster head
can thus be easily derived from Eqn. (13) as a function of
prate.

We now obtain an explicit solution for Eqn. (13) for the
special case where all nodes have data to send in each cycle
(prate = 1). In this case, the solution of Eqn. (13) for p
yields

p =

√
EampkdataL2

M(3Eeleckinter + 2EampL2kdata)
(14)

as the optimal value of p.

4.4 Analysis for Large Networks

We now consider the case when the network is large and
thus the distances of different areas of the network and the
cluster heads from the sink are significantly different. In
this case, if nodes in different regions select the probability
of becoming a cluster head based on their specific distance
to the sink as opposed to all nodes using the same probabil-
ity, further improvements to the average energy consumed
by each node may be achieved. Now Eqn. (8) is a general
expression for the average energy consumed by a node at a
distance of d from the sink. The number of nodes in a clus-
ter will also vary with the distance. However, if the prob-
ability of becoming a cluster head in a region with average
distance of d from the sink is denoted by p, then the ex-
pected number of nodes in a cluster at this distance is again
given by N = 1

p . This is because for a group of adjacent
sensor nodes, the probability of becoming a cluster head at
the nodes do not have big difference, and we can assume
them to be the same.

To obtain the optimal probability with which a sensor
node at a distance of d from the sink should become a clus-
ter head, we take the derivative of Eqn. (8) with respect to
p and equate it to zero. This is given by

0 = Eeleckinter −
prateEampkdataL2

3Mp2
+ Eampkdatad2

+Eampkdatad2(1− prate)
1
p

[
ln(1− prate)

p
− 1

]
(15)



which can then be solved numerically to obtain the op-
timal probability for a given value of prate and the other
system settings including the dimension of the sensor field
L, the number of sensors M , the size of the messages kdata

and the hardware specific constants Eelec and Eamp.
For the specific case where each sensor node always has

data to report, i.e. where prate = 1, Eqn. (15) can be solved
for a closed expression for p. This probability is given by

p =

√
EampkdataL2

3M(Eeleckinter + Eampkdatad2)
(16)

Note that from Eqn. (16) we can infer that sensor nodes
which are closer to the sink have a higher probability of be-
coming cluster heads and as the distance of the nodes from
the sink increases, the probability that a node becomes a
cluster head decreases. As a consequence, the size of a
cluster also increases as one moves away from the sink.
Therefore, although nodes further away from the sink spend
more energy on communicating with the sink, they are more
likely to be leaf nodes, a state in which nodes consume less
energy.

5 Simulation Results

In this section we use simulation results to obtain the
network lifetime for various choices of the probability with
which nodes become cluster heads and show that the opti-
mal probability derived in the previous section indeed in-
creases the network’s lifetime. We also compare the life-
time of the network using our cluster head selection proba-
bility to that specified in the LEACH. Results are also pre-
sented that explore the relationship between various system
parameters and the network lifetime. All simulation results
reported in this section were conducted using code written
in MATLAB. The simulations assume radio characteristics
of Eelec = 50nJ/bit and Eamp = 100pJ/m2. The pay-
load corresponding to each data reported by a sensor node
is set at kdata = 64Bytes. The inter cluster communication
time and the intra cluster communication time is set equal
to the time to transmit 3000Bytes. The data rate of the
communication channel was 20kbps. Finally, the sink was
located at position (0, 0) and each round consists of one cy-
cle.

To simulate the cluster head selection algorithm of
LEACH specified in [1], cluster heads were stochastically
selected in the simulations. In order to select cluster heads,
at the beginning of each round each node selects a number
between 0 and 1 randomly. For the nth node in the net-
work, if this number is less than a threshold T (n), the node
becomes a cluster head for the current round. The threshold
is set as follows

T (n) =

{
p

1−p(r mod 1
p )

n ∈ G

0 n /∈ G
(17)

where p is the probability to become a cluster head, r is
the current round, and G is the set of nodes that have not
been cluster heads in the last 1

p rounds [1].

5.1 Simulation for Small Networks

We first consider the simulation results for the case of
small networks. Here we consider a square sensor field with
sides of length L = 200m, and consider three scenarios:
where the number of nodes in the network M are 400, 1000
and 2000. We first consider the case where prate = 1. For
these scenarios, the optimal probability for nodes to become
a cluster head is given in Eqn. (14) and for the three network
scenarios considered here, the simulation and analytic val-
ues are compared in Table (1). We note that the analytic
results match quite well with the simulation results.

nodes number M = 400 M = 1000 M = 2000
analysis 0.0258 0.0163 0.0115

simulation 0.0260 0.0160 0.0120

Table 1. Optimal p with different M

The simulation results in Table 1 were obtained by con-
ducting simulations with different values of p and selecting
the value of p that led to the longest network lifetime. The
relationship between p and the average lifetime of sensor
network as obtained through the simulations is shown in
Figure 3, for the three different network settings. The life-
time of sensor nodes in Figure 3 is shown in normalized
scale where the lifetimes are normalized to the longest ob-
served lifetime during the simulations. The optimal value
of p from these curves is noted in Table 1.

Figure 3. Network lifetime vs. p



For a given number of sensor nodes, the dimension of
the sensor field may be varied to observe the impact of the
area covered by the network on the optimal probability of
becoming a cluster head. We now consider a network with
1000 nodes for networks covering square areas with sides
of 100, 200 and 400 meters. Considering prate = 1, the op-
timal probability with which sensor nodes should become
cluster heads is again given by Eqn. (14) and we compare
these analytic results for this case with those obtained for
simulations in Table 2. We again note the close match be-
tween the analytic and simulation results. The relation be-
tween the size of the network field and the optimal value of
p as obtained through the simulations for different values of
p is shown in Figure 4. From the results in Figure 4 and also
from Eqns. (13) and (14) we note that as the area covered
by the network becomes larger (i.e. larger L), the optimal
value of p increases. This is because as the network size in-
creases the node density decreases. Thus more sensor nodes
now need to become cluster heads in order to reduce the av-
erage distance from cluster heads to the sink and reduce the
power consumption.

Length of area L = 100 L = 200 L = 400
analysis 0.0105 0.0163 0.0202

simulation 0.0110 0.0160 0.0200

Table 2. Optimal p for fields of different areas

Figure 4. Network lifetime vs. p

In both Tables 1 and 2 we note that the difference be-
tween the analytic and simulation results is small. We can
conclude that this approximation is valid in the case of small
networks.

From Eqn. (14) we also note that if the sleep time for the
leaf nodes is increased ( larger Tinter), p will decrease.

The rate at which data is generated at the nodes is also
an important factor for determining the optimal value of p.
Figure 5 shows the relationship between the average energy

consumption of the nodes and the probability with which
nodes become cluster heads as well as the rate at which data
is generated by the nodes for a network with L = 200m and
M = 2000. The optimal probability of cluster head selec-
tion increases as the rate of data arrival at each leaf node
increases. The reason behind this is that since the probabil-
ity that the cluster head has data to send to the sink during
a cycle increases as the number of nodes in the cluster in-
creases, reducing the cluster size (or equivalently increasing
p) will reduce the energy spent by cluster heads on transmit-
ting data to the sink.

Figure 5. Average energy consumption for
different cluster head probabilities and data
arrival rates at leaf nodes

5.2 Simulation for Large Networks

In this section, we compare the simulation results for the
normalized lifetime by small network analysis, large net-
work analysis as well as with the basic LEACH where nodes
have a 5% probability of becoming a cluster head. for the
results presented in this section, the inter cluster period and
the intra cluster period are set equal to the time to transmit
7000Bytes. Also, the network considered has L = 1000m,
and we consider three cases with 1000, 5000 and 10000
nodes. The rest of the parameters are the same as in the
previous.

For comparing the results, we assume that all nodes al-
ways have data to send in each cycle(prate = 1.0). In this
case, the analysis for the small network analysis gives the
optimal values of p as 0.0215, 0.0096 and 0.0068 for the
1000, 5000 and 10000 nodes cases. The normalized lifetime
of the network (where the lifetime is normalized to the life-
time achieved with the optimal p values obtained through
the analysis for large networks) for the the three cases is



shown in Table 3. We note that in all three network settings,
the lifetime of the network is the largest when the optimal
p values from the large network analysis are used. We also
note that the difference in the lifetimes achieved when the
optimal p is calculated through the small and the large net-
work analysis is not much for L = 1000m. However, the
network lifetime achieved through both the small and the
large network analysis is much longer than that achieved by
LEACH.

In Table 4 we show the normalized lifetime for the
small network analysis, the large network analysis and ba-
sic LEACH for a larger network with L = 4000m. For
the small network analysis, the optimal values of p were
0.0223, 0.0100 and 0.0071 for the 1000, 5000 and 10000
node networks, respectively. For this network size we note
that optimal p values obtained with the large network anal-
ysis achieve much longer network lifetimes as compared to
LEACH. Also, the difference in the lifetime as compared
to the small network analysis is much larger than in the
L = 1000m case.

Small Network Large Network LEACH
M = 1000 0.990 1.000 0.891
M = 5000 0.996 1.000 0.872
M = 10000 0.993 1.000 0.813

Table 3. Comparison of lifetime L = 1000

Small Network Large Network LEACH
M = 1000 0.972 1.000 0.828
M = 5000 0.976 1.000 0.797
M = 10000 0.973 1.000 0.731

Table 4. Comparison of lifetime L = 4000

6 Conclusion

This paper presents a framework for obtaining the opti-
mal probability with which a node becomes a cluster head in
the LEACH. We consider both small and large network sce-
narios and the optimal probability is obtained. Closed form
solutions are also obtained for the case where all nodes have
data to report in each cycle. In order to improve the scal-
ability and energy efficiency of the MAC, this paper also
presents a modified MAC protocol based on CSMA/CA
with sleep and wakeup for the LEACH architecture. This
new architecture is scalable, more easily implementable and
reduces the hardware complexity of the sensor nodes. Sim-
ulation results are used to verify the accuracy of our cal-
culations for obtaining the optimal probability with which

nodes should become cluster heads. Our results also explore
the relationship between the various system settings such as
the number of sensor nodes, the dimensions of cluster field,
the length of the sleep period and the rate at which data is
generated by the sensor nodes on the optimal probability of
cluster head selection. Our framework avoids the difficul-
ties and overheads associated with other methods for setting
the cluster head selection probability and successfully max-
imizes the lifetime of sensor networks.
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