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Abstract—Recent developments in IoT have facilitated ad-
vancements in Internet of Vehicles (IoV) with autonomous
vehicles and roadside infrastructure as its key components. IoV
aims to provide new innovative services for different modes of
transport with adaptive traffic management and enables vehicles
to broadcast messages to improve traffic safety and efficiency.
However, due to non-trusted environments, it is difficult for
vehicles to evaluate the credibility of the messages that they
receive. Therefore, trust establishment in IoV is a key security
concern that is constantly limited by scalability challenges. This
paper proposes a blockchain based protocol for IoV using smart
contracts, Physical Unclonable Functions (PUF), certificates, and
a dynamic proof-of-work (dPoW) consensus algorithm. The
blockchain, in conjunction with contracts, provides a secure
framework for registering trusted vehicles and blocking malicious
ones. PUFs are used to assign a unique identity to each vehicle
via which trust is established. Certificates are issued by roadside
units which preserve the privacy of vehicles, whereas the dPoW
consensus allows the protocol to scale according to the incoming
traffic generated by the vehicles. To demonstrate the feasibility
and scalability of the proposed protocol, security and perfor-
mance analyses are presented. A case study is also discussed along
with a comparative analysis, which confirms that our protocol
can provide superior decentralized trust management for IoV.

Index Terms—IoV, blockchain, trust management

I. INTRODUCTION

The number of vehicles in vehicular networks is constantly
rising and may cross two billion within the next 10-20 years
[1]. The Internet of Vehicles (IoV) is critical for realizing
this number and to facilitate next-generation intelligent trans-
portation systems (ITS) and related technologies. One of the
primary IoV objectives is to enhance traffic efficiency and im-
prove the safety of vehicles, its passengers, and the pedestrians
alike. According to World Health Organization (WHO), traffic
accidents account for approximately 1.25 million deaths every
year. Therefore, trust management protocols in IoV are needed
to guarantee road safety measures.

IoV is a distributed network of vehicles and roadside
infrastructures that is capable of managing data generated by
vehicles and their associated networks. It is also envisioned
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that vehicles in the IoV would have the capability to com-
municate in real-time with their human drivers, pedestrians,
other vehicles, roadside infrastructure, and fleet management
systems [2], [3]. Most of the existing IoV trust management
protocols do not provide robust security measures and lack a
reliable system for securely registering and revoking vehicle
registrations [4]. One of the main challenges in developing
secure IoV protocols is scalability which requires a protocol
to be efficient in terms of communication overhead, thereby
enabling its large-scale deployment. Given the increasing num-
ber of vehicles and stricter latency requirements, the security
overhead needs to be minimized. Thus, in this paper, we use
Physical Unclonable Functions (PUF) as the root of trust for
the proposed protocol. PUFs have certain features which make
it an attractive choice for IoV such as physical security, high
throughput with low energy and silicon area footprints, low-
cost, simple construction, and unclonablity [5].

Vehicular networks typically depend on decentralized re-
sources, i.e., vehicles communicate with the infrastructure via
roadside units (RSU) distributed over a large geographical
area. Therefore, centralized systems are not suitable for estab-
lishing and managing trust in vehicular networks [6]. However,
most of the existing IoV applications rely on centralized mod-
els. To address this issue, we use blockchain to develop a de-
centralized protocol with no central authority, which provides
a secure way of managing vehicle registrations. A blockchain
is a globally distributed ledger that can be public, private, or
semi-private. Many applications have adopted blockchain to
facilitate distributed trust management and reliance in cyber-
physical systems due to its properties of decentralization,
immutability, transparency, and fault-tolerance [7]. However,
running blockchain mining processes (e.g., performing proof-
of-work (PoW)) while supporting increasingly intelligent ap-
plications and their operations requires huge computing and
storage resources. Therefore, different avenues (e.g., real-
time processing, resource-intensive applications, mining, and
consensus algorithms) have been identified to address the
scalability challenge of blockchain based solutions [7].

A. The four-way trade-off of blockchain

The CAP (Consistency, Availability, tolerance to network
Partitions) theorem of distributed systems states [8]: “A robust
distributed system can only simultaneously provide two out
of the three properties”. Similarly, scalability in a blockchain
based system can be considered as a challenge with a four-way
trade-off. Figure 1 shows an overview of a IoV-blockchain
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model where the yellow spaces represent road lanes with
vehicles that are securely communicating (depicted with a
magenta lock icon) with the blockchain via a RSU. The four-
way trade-off is represented by pink highlighted circles in the
figure, which involves the following quintessential factors:

1) Scalability: It is the quantitative measure of the ability
of a blockchain to handle and process transactions such
that a blockchain should be able to handle high volumes
of transactions supported by a wide range of applications
[9]. Scalability in the proposed protocol is achieved at two
levels: (i) lower communication overhead and (ii) a dynamic
consensus algorithm that adapts to the incoming traffic rate.

2) Decentralization: It is the distribution of control/re-
sources in a blockchain which allows it to achieve different
objectives, i.e., open participation, censorship resistance, im-
munity from certain attacks, and elimination of single point
of failure [10]. The proposed protocol realizes decentralization
through multiple and geographically distributed server, miner,
and RSU instances as illustrated in Figure 1.

3) Latency: It is the time taken for a transaction to be ver-
ified/confirmed and added to a block in a blockchain, thereby
becoming irreversible [11]. It can be measured both in terms
of time-to-finality (TiF) or authentication delay. The ultra-high
throughput of PUFs [12] combined with fast verification times
of the dynamic consensus algorithm translate into low latency
for the proposed protocol.

4) Security: It is the guarantee for the immutability of
a ledger in a blockchain and the data it contains, which is
arguably reflected by its robustness and resistance to attacks
such as 51%, Sybil, and DDoS [13]. Moreover, by defining
the root of trust for vehicles via PUFs, foolproof security is
ensured [14], [15], [16]. Note that the pink circle around the
blockchain instance in Figure 1 represents the challenges of
scalability and guaranteeing high security fidelity.
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Fig. 1: A IoV-blockchain model with the four-way trade-off.

Many of the existing blockchain based systems only achieve
part of these four properties and compromise on the others.
For example, blockchain systems that are permissionless by
design and use PoW consensus algorithms (e.g., Bitcoin and
Ethereum 1.0) can achieve good decentralization with high
security fidelity, but suffer from poor scalability and high
TiF. Systems that have centralized block production (e.g.,

Cardano and EOS) tend to achieve high scalability by sac-
rificing the decentralization of miners. Moreover, multi-chain
systems (e.g., Cosmos and AION) achieve scalability with
good decentralization and lower TiF but at the expense of un-
dertaking additional attack risks. However, to design a robust
distributed system, all four trade-offs need to be considered.
Therefore, this paper focuses on designing a decentralized trust
management protocol for IoV while addressing the four-way
trade-off.

This paper proposes a blockchain based protocol for driving
trust management in IoV. It uses smart contracts with PUF,
certificates, and a dynamic proof-of-work (dPoW) consensus
algorithm. The blockchain and smart contracts provide a
secure way of managing vehicle registrations. PUFs are used to
assign a unique identity to each vehicle. Certificates are issued
to vehicles by RSUs which preserve their privacy. Moreover,
the dPoW consensus allows the protocol to scale according to
the incoming traffic generated by the vehicles. Thus, the key
contributions of this paper can be summarized as follows:

(i) A decentralized and scalable protocol for driving trust
management in IoV.

(ii) A reliable framework for managing vehicle registrations
via the blockchain public key infrastructure (PKI) fea-
tures and smart contracts.

(iii) A hardware primitive based assignment of unique vehicle
identities via PUFs as well as preservation of their
privacy by issuing them certificates.

(iv) A dynamic consensus algorithm that can scale and
change its operation according to the incoming traffic
rate generated by the vehicles.

(v) A rigorous performance analysis of the protocol while
addressing the four-way trade-off of blockchain.

(vi) A case study to evaluate the protocol dynamics along
with a comprehensive comparative analysis with a state-
of-the-art IoV trust management protocol.

The rest of the paper is structured as follows: Section II dis-
cusses the related work. Section III explains the protocol and
its operation while Section IV presents its security analysis.
Section V describes its implementation. Section VI presents
the performance analysis while Section VII presents a case
study. Finally, Section VIII concludes the paper.

II. LITERATURE REVIEW

Traditional centralized system architectures for vehicular
ad-hoc networks (VANETs) find it difficult to cope with the
rising complexity of ITS applications. The rapid growth of IoV
networks has presented significant challenges for large data
storage, trust management, and information security [29].

The authors in [6] propose a dynamic distributed trust
model to establish a trust relationship between vehicles in
VANETs. The trust model is based on the monitoring of the
instantaneous behavior of vehicles that filters out malicious
and selfish vehicles. A job market signaling scheme for trust
management in VANETs is proposed in [17]. This scheme is
based on allocating credits to vehicles and securely managing
these credits. To identify and remove malicious nodes, the
scheme sets the cost of sending and receiving packets using



3

TABLE I: Summary of existing trust management protocols.

Feature [6], [17] [18] [19], [20] [21], [4] [22], [23], [24], [25], Proposed[26] [27], [28]

scalable ë ë ë ë ë ë Í
decentralized Í Í Í Í Í ë Í
low latency Í ë ë ë ë ë Í
security guarantee Í ë ë ë Í Í Í
unique vehicle ID ë ë Í ë Í ë Í
physical protection ë ë ë ë ë ë Í
vehicle privacy ë Í Í ë Í Í Í
vehicle registration Í Í Í ë ë ë Í
use of certificates ë ë Í ë ë ë Í
trust management Í Í Í Í Í ë Í

– scalable: does the protocol address how it scales with more traffic?
– decentralized: does the protocol quantify degree of decentralization?
– low latency: does the protocol discuss its impact on message latency?
– security guarantee: does the protocol justify its security features?
– unique vehicle ID: does the protocol assign distinctive IDs to vehicles?
– physical protection: does the protocol provide defense against

physical attacks on vehicles?
– vehicle privacy: does the protocol preserve the privacy of vehicles?
– vehicle registration: does the protocol manage vehicle registrations?
– use of certificates: does the protocol use certificates for privacy?
– trust management: does the protocol establish and manage trust?

economics models of node behavior. Lu et al. [19], [20]
propose BARS, a blockchain based trust management system
for vehicular networks. They assign credibility scores based
on a vehicle’s historical data. Nisha et al. [4] also propose
an authentication framework for vehicular networks using
blockchain. However, these protocols only focus on privacy
preservation of vehicles and fail to address their scalability.
A crypto trust point (cTp) using blockchain is proposed by
Singh et al. [28]. The cTp enables vehicles to securely share
data. Similarly, Shrestha et al. [27] discuss a blockchain based
message dissemination service for IoV. However, both these
solutions do not preserve vehicle privacy. Zhang et al. [25]
highlight the amount of data generated in IoV networks and
stress on the importance of mobile edge computing to offset
resource consumption in blockchain based vehicular networks.
Their solution helps in reducing the blockchain computational
overhead but the introduction of edge computing does not
make it truly decentralized. Furthermore, the authors in [26]
propose Trust Bit, a reward-based vehicle communication
mechanism. They use blockchain with a unique crypto ID that
is issued by the vehicle owner for safe communication.

The authors in [24] introduce a secure platform for data
sharing and storage in vehicular networks using a consortium
blockchain. However, the use of such a blockchain results
in additional overhead and poor scalability. The authors of
[18] discuss a blockchain and software-defined networking
approach for securing vehicular social networks (VSNs).
Their approach makes the vehicular network programmable,
virtualized, and partitionable, while the blockchain enables
certification of transactions and preserves data integrity. The
authors in [30] propose PoolCoin, which is a distributed trust
model for reputation management of miners in a blockchain.
This idea can be extended to study outsourcing of RSU
computational load to mining pools or to allow other miners
to partake in regional RSU mining pools. Khelifi et al. [23]
present an interesting use of blockchain for secure name
data networking caching for IoV. Yang et al. [21] propose
a blockchain based decentralized trust management protocol

for vehicular networks. Lastly, Lei et al. [22] discuss dynamic
key management for heterogeneous vehicular systems. They
use blockchain for their proposed key management protocol.

Most of the existing IoV protocols suffer from scalability.
Motivated by this challenge, we design a scalable protocol for
effectively decentralizing IoV based networks and providing
distributed trust management. A summary is presented in Table
I that provides a comparison of the proposed protocol with the
existing literature. The features listed in the table are addressed
by the proposed protocol in the following way:

i Scalable: by using a dynamic consensus to demonstrate
scaling of throughput, i.e., transactions per unit time, and
reduction of communication overhead over time.

ii Decentralized: by quantifying the degree of geographical
distribution of blockchain miners (RSUs in this case).

iii Low latency: by analysing the impact of blockchain
packets on vehicle authentication using PUF and time
taken for a transaction to be written in the blockchain.

iv Security guarantee: by analysing the 51% attack on
blockchain and discussing the lengths of security keys.

v Unique vehicle ID: by equipping each vehicle with its
own unique PUF.

vi Physical protection: by using the unclonablity of PUFs.
vii Vehicle privacy: by using blockchain account addresses

instead of license plates.
viii Vehicle registration: by exploiting the PKI framework of

blockchain and using smart contracts.
ix Use of certificates: to preserve the privacy of vehicles and

reduce communication overhead.
x Trust management: by using PUFs to provide root of

trust in conjunction with blockchain and smart contracts.

III. THE IOV-BLOCKCHAIN PROTOCOL

This section explains the core components of the protocol.
A summary of the notations used in this paper is presented in
Table II.

A. Network model
Figure 1 illustrates the IoV-blockchain network model

which consists of the following main components:
1) Vehicle: Depicted with buses, trucks, and cars, this

represents the main participants of the network, i.e., intelligent
vehicles. Each vehicle has its own blockchain account and a
pair of public, private keys for encrypted communication.

2) RSUs: These represent the traffic handling system units
that provide wireless communication from roadside infrastruc-
ture to vehicles. RSUs are considered as the miners of the
protocol that host the blockchain and smart contracts.

3) Smart contract: This represents scripts that are computer
codes/programs and can run autonomously. The contract script
in the proposed protocol is used to ensure trust establishment
and is termed as “enforcer”. It is a public contract that interacts
with RSUs and ensures that the data generated by the vehicles
is coming from a trusted origin. Moreover, it enables safe
and secure communication between vehicles and the road
infrastructure, i.e., the vehicles send blockchain packets to
RSUs via the contracts. It is also responsible for storing and
reading data from the blockchain ledger.
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TABLE II: Summary of notations

Symbol Remark

PUF Physical unclonable functions
CRP challenge-response pair
Ci PUF challenge for the i-th iteration
Ri PUF response for challenge Ci

‖ concatenation operator
cIDV crypto identity of a vehicle assigned via PUF
IDS identity of a blockchain server
MAC message authentication code
H(·) hashing function (SHA256 variant)
N1, N2 nonces generated for verifying PUF response of a vehicle
{N1}Ri nonce N1 is encrypted using response Ri

dPow dynamic proof-of-work
δ operator to represent different levels of dPoW
g(·) Gini coefficient
TiF time-to-finality
tf,δ TiF for δ consensus
ti,δ block interval time for δ consensus
tc,δ consensus latency for δ consensus
R2 two-dimensional coordinates
nm number of malicious miners
nm,δ total number of malicious miners
nh,δ total number of honest miners
pps packets per second
PDR packet delivery ratio
Qn probability of an attacker defeating an honest chain

4) Server/miner: This represents a setup or a set of setups
that can interact with RSUs and vehicles of the network to pro-
vide different kinds of services, e.g., deploying the blockhain
itself. The server is the host of the blockchain network, i.e., one
who initiates a blockchain with the first block but instead of
being centralized, servers are decentralized here. The servers
naturally are the trusted hosts since they hold the genesis
block that is trusted by all other participants of the network.
Moreover, they may employ permissioned or permissionless
blockchain protocols to enable interactions between them and
the network constituents that include and are not limited to
collecting data, processing, querying data from and/or writing
data to storage devices etc. In this paper, we consider a
permissionless blockchain. Moreover, the miners represent the
computational resources of RSUs.

5) Storage: This represents the process of reading and/or
writing data to storage devices in the blockchain. Different
forms of data (json, xml, csv, etc.) can be stored on them,
where the storage may be temporary like RAM (random access
memory) or permanent like ROM (read only memory).

6) Physical Unclonable Functions: A PUF is a “hardware
fingerprint” that can provide semiconductor devices (e.g.,
microprocessors, integrated circuits, etc.) with unique identi-
ties. PUFs exploit variations that naturally occur during the
manufacturing process of semiconductor devices. They are
generally used in cryptography and for applications with high
security requirements. A PUF is commonly characterized by a
challenge-response pair (CRP) which can be represented as:

Ri = PUF (Ci). (1)

where Ri is the response generated by a challenge Ci. Thus,
every PUF produces a unique Ri when excited with a Ci [31],
[32]. PUFs are used in the proposed protocol to establish the
root of trust as well as replace secret keys and passwords.

7) Blockchain: The blockchain instance represents a locally
distributed and geographically bounded ledger that works with
smart contracts. The use of a regional blockchain is proposed
here because global blockchain solutions have latency and
message propagation problems. Therefore, a local blockchain
is considered for simplification and to provide low latency.

Listing 1: Data structure of a blockchain packet of a vehicle.
{
"vehicle": {
"id": "PUBLIC_KEY, the address of vehicle account",
"cID": "the PUF of vehicle",
"nonce": "PUF response of vehicle",
"from": "ID of the sender of the transaction",
"to": "the address of RSU account",
"body": "data in a transaction",
"txIndex": "no. of transactions by vehicle",
"certificate": {

"issued": "a boolean value for certificate checking",
"body": {
"issueTime": "timestamp when certificate issued",
"expiryTime": "timestamp when certificate expires",
"vehicleID": "PUBLIC_KEY",
"vehiclecID": "vehicle PUF",
"index": "no. of certificates issued"

}
}

}
}

B. The protocol operation

The data structure of the blockchain packets used in the
proposed protocol is defined in Listing 1. The primary users
of the protocol are vehicles, each of which has a blockchain
account with a 20-byte address similar to Bitcoin [33] and
Ethereum [34], [35] address sizes. The vehicles are embedded
with a PUF that gives them an unique crypto ID (cID) [36].
This makes the vehicles immune to physical and impersonation
attacks. However, before any interaction can be made, the
vehicles first need to register themselves to become users of the
network. Thus, the operation of the proposed protocol consists
of two phases: a setup phase for registering vehicles and a data
transfer phase for communication among them.

1) The setup phase: This phase is initiated by the enforcer
contract which enables communication between vehicles and
the local blockchain via Algorithm 1, where certV is the
certificate issuing function, V represents a set of vehicles,
and txV is the data generated by the vehicles. Figure 2
shows the information flow layout where the vehicles inter-
act with the contract, which consequently interacts with the
blockchain via RSUs. Before a vehicle can generate data, it
has to be registered first. The functions vehicle.reg(addr.)
and vehicle.del(addr.) are responsible for registering and
deleting vehicles using their blockchain account addresses,
respectively. A list of all registered vehicles in the blockchain
is maintained in veh.registry while CRP.veh keeps a list
of PUF CRPs for the vehicles. Moreover, RSU represents the
certificate authority and cert.registry stores all certificates
issued to the vehicles. When a vehicle generates data, the
enforcer checks if it is registered. A PUF challenge is then
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Fig. 2: Flow of a blockchain packet from vehicle to RSU.

sent to the vehicle if it is in the registered list. If it generates
a positive response to the challenge, then the link is established
successfully between the vehicle and the local blockchain.
Finally, after these checks, the RSUs issue a certificate to the
vehicle which is then used for its authentication. Thus, after
the issuance of the certificate, the vehicle does not have to do
these checks again. Note that the certificate issuance is a one-
time operation and the certificates issued to the vehicles are
valid for the duration they are with the local blockchain. If a
vehicle is removed from the registered list, then the certificate
issued to it will be revoked and it will have to repeat the setup
phase again to register itself and get a certificate.

Algorithm 1: Certificate issuance
function: certV
input : txV
output : authorize/issue/reject

1 while txV do
2 for n in v∗, v∗ ∈ V ∀ ∗ = 1, · · · , v do
3 if (v∗[n] has certificate) then
4 return authorize
5 else
6 if (v∗[n] is registered in veh.registry) then
7 while txV ∗ do

// call PUF CRP protocol
8 if (PUFresponsev∗[n]

== positive) then
9 return issue

10 else
11 return reject

2) The data transfer phase: After registration, a vehicle can
interact with other vehicles and the blockchain. However, this
requires the vehicle to have a certificate, which is issued if it
has generated a positive response to its PUF challenge. This
paper assumes that each vehicle is equipped with a PUF and
the response to a PUF challenge can be obtained in two ways,
i.e., either by the vehicle using its PUF or the blockchain
operator from a saved copy in its storage. When a vehicle

needs to be registered, a CRP for its PUF is already recorded
by the operator in the blockchain using the enforcer contract.
Thus, each vehicle has its own unique ID along with a unique
CRP that is stored in the blockchain. When a vehicle generates
data, Algorithm 1 first checks if it has been issued a certificate.
If no certificate is issued, it checks if the data is coming from a
registered vehicle. If it is registered, the algorithm then checks
if its PUF challenge-response is positive. It does so by calling
the PUF challenge-response protocol as shown in Figure 3.
The steps for this protocol are as follows:

1) A server/miner in the local blockchain with identity IDS

reads the CRP (Ci, Ri) for a vehicle with a crypto
fingerprint cIDV and generates a nonce N1 for it.

2) The server IDS then sends the nonce N1 which is
encrypted using Ri, i.e., {N1}Ri and the challenge Ci

to the vehicle cIDV in message 1.
3) After obtaining the nonce from IDS , the vehicle cIDV

then obtains the corresponding response Ri for the chal-
lenge Ci with the help of its PUF.

4) After obtaining the response Ri, cIDV performs the
following steps:

a) Using Ri as the secret key, obtain N1 and generate a
random nonce N2.

b) Verify and validate the message authentication code
(MAC) using the parameters in its memory to ensure
data integrity.

c) Once the MAC is verified, it produces a hash:
H(cIDV , data,R

i, N1, N2).
d) After generating the hash, it signs the hash with its

private key and sends it to IDS in message 2.
5) Once IDS receives message 2 from cIDV , it checks

and verifies the MAC and the hash using the public
key of cIDV . If both are valid, the communication
link is successfully established and cIDV is issued a
certificate (otherwise, the request is dropped). IDS then
sends an acknowledgement to cIDV in the form of an
authentication parameter I = H(cIDV , N1, N2, R

i).
It is worth noting here that the crypto fingerprint (cID) is

used for secure communication in the IoV-blockchain network.
The certificates are used to anonymize the identities of vehicles
to preserve their privacy and reduce overhead, i.e., once a
certificate is issued to a vehicle, it does not need to go through
the PUF challenge.

IV. SECURITY ANALYSIS

This section presents a formal security analysis of the
proposed protocol. The following set of assumptions are made
and a threat model is described as well.

A. Assumptions

1) Every vehicle is equipped with a PUF.
2) The PUF and a vehicle’s microcontroller form a system-

on-chip (SoC) and any kind of tampering will render the
PUF useless [37], [38].

3) The PUF and microcontroller communicate over a secure
channel given the SoC assumption [37], [38].
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Fig. 3: The PUF challenge-response protocol.

4) The standard assumption regarding a PUF: every PUF
is unique and unclonable, i.e., an adversary cannot
predict its behavior [39]. A PUF can be modeled as:
PUF:{0, 1}l1 → {0, 1}l2 , i.e., a PUF will produce an
output of length l2 when excited with an input of length
l1.

This protocol models PUF security using the following secu-
rity game, ExpSec

PUF,A, between a challenger C and adversary
A:

1) A randomly chooses a challenge Ci and sends it to C.
2) C uses the PUF to obtain the response Ri and reveals Ri

to A.
3) C selects a random challenge Cx which has not been used

before and obtains the response Rx using the PUF, i.e.,
Rx = PUF (Cx).

4) A can query the PUF a polynomial number of times for
challenges other than Cx.

5) A outputs its guess Rx
′

for the challenge Cx.
6) A wins the game if Rx

′
= Rx

The advantage of the adversary A in this game can be
modeled by AdvPUFA = Pr[Rx

′
= Rx].

B. Threat model

A set of vehicles V = V1, V2, · · · , Vn interacts with the
secure blockchain S. The vehicles communicate with S over
an unsecured network. At the conclusion of the authentication
phase, the entities are either registered in the network or
rejected. If authentication is successful, then a vehicle can start
to transmit data by interacting with the contract. The adversary
A is assumed to have full control over the communication
channel between vehicles and the miners in the blockchain.
This may include attacks like eavesdropping, tampering, re-
playing, and injecting packets in the network. The following
set of queries is used to model these attacks:
• SendS(S, m0,r0,m1) is used to model the query where
A acts like a legitimate vehicle and sends a message m0

to S and receives r0. The vehicle then replies to S with
m1.

• SendM (ID, m0,r0) is used to model the query where
A acts like a blockchain and sends a message m0 to a
vehicle and receives r0.

• Monitor(M , S) models A’s ability to continuously
eavesdrop on the channel between vehicle V and S.

• Drop(A) models A’s ability to drop packets between V
and S.

The adversary A can call SendS, SendM , Monitor, and
Drop any polynomial number of times.

C. Security proofs

Lemma 1. It is not possible for an adversary to tamper with
the data in a blockchain.

Proof. A blockchain is composed of chronological blocks
hashed together, starting from the genesis block up until the
latest block. Therefore, to tamper with the data in a single
block, an adversary needs to successfully redo the PoW for
that block and all the preceding blocks in the blockchain as
well. However, the adversary needs to have at least 51% of
the total computational power of the blockchain network to
achieve this [33]. Given a decent sized blockchain network,
such attacks are extremely difficult or even impossible.

Lemma 2. It is not possible to reveal the secret response of
a vehicle.

Proof. Every vehicle has its own PUF. During the authen-
tication phase, a miner sends a challenge Ci to the vehicle
and the vehicle uses this challenge to generate the secret
response Ri. Thus, the vehicle does not store the secret
response Ri in its memory and only generates it when needed.
Therefore, even if an adversary launches a physical attack on
an intelligent vehicle, he/she cannot obtain the secret response
Ri. This shows that an adversary has no possible way of
extracting/revealing the secret response for a vehicle.

Theorem 1. PUFs achieve mutual authentication of a vehicle
and blockchain.

Proof. An adversary A may try to authenticate itself as a
legitimate vehicle. We can model this by the following game
between a challenger C and adversary A:

1) C selects a legitimate vehicle V1 and registers it with a
miner in the blockchain.

2) A calls SendS, SendM , Monitor, and Drop a poly-
nomial number of times on the miner and vehicle V1.

3) A invokes the SendS oracle to authenticate itself as a
legitimate vehicle to the miner.

4) A wins the game if he/she can successfully complete the
authentication phase.

In the authentication phase, a vehicle needs to generate
its secret response Ri to successfully authenticate itself with
the miner, i.e., to pass the verification process, the vehi-
cle needs to successfully create the authentication parame-
ter MAC(cIDV , IDS ,MV , N1, N2, R

i). Therefore, when A
attempts to authenticate itself with the miner, he/she also
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needs to produce a valid authentication parameter. However, to
construct a valid authentication parameter, the adversary needs
Ri. By lemma 2, this is not possible. Thus, an adversary cannot
successfully authenticate itself as a legitimate vehicle.

The second part of the proof considers the case when an
adversary A attempts to act as a miner and tries to fool a
vehicle into authenticating it as the miner. This can be modeled
by a security game similar to the one above except that in step
3, instead of calling the SendS oracle, A calls SendM to
impersonate the legitimate miner. To successfully impersonate
the miner, A needs to send a valid authentication parameter
MAC(cIDV , N1, N2, R

i) to the vehicle. However, by lemma
2, A cannot obtain Ri. Thus, we can conclude that successful
authentication of both the miner and vehicle is achieved.

Theorem 2. Data provenance: The proposed protocol suc-
cessfully establishes the authenticity of the origin of data.

Proof. An adversary may try to impersonate a legitimate
vehicle and send tampered data to a miner. We can model
this by the following security game:

1) C selects a vehicle V1 and uses it to perform a transaction.
2) A calls SendS, SendM , Monitor, and Drop a poly-

nomial number of times on the miner and the vehicle.
3) A calls the SendS oracle to impersonate an intelligent

vehicle.
4) If A can get the tampered data sent by it to the miner

successfully valiated, then A wins the game.

To prove his/her legitimacy and successfully tamper with
the data of the vehicles, A has two options: first, tamper
with the blockchain and second, tamper with the hashed data
parameter in message 2 during the authentication phase, i.e.,
Mv = H(cIDV ‖ Data ‖ Ri). However, by lemma 1,
tampering with the blockchain is not possible. Moreover, by
lemma 2, the adversary cannot obtain Ri and thus cannot
tamper with the hashed data parameter. This shows that
data provenance is achieved and data tampering attacks are
avoided.

Lemma 3. PUFs are safe against physical/cloning attacks.

Proof. Physical attacks can be used by an adversary to extract
secret keys from the memory of an intelligent vehicle. How-
ever, as shown in Lemma 2, vehicles do not store the secret
response Ri (used to establish the various security properties)
in their memory. Moreover, due to the SoC assumption, the
PUF cannot be separated from a vehicle and neither can an
adversary eavesdrop on the communication between the PUF
and the vehicle’s microcontroller. This provides a defense
mechanism against physical attacks.

Lemma 4. The public keys of vehicles cannot be correlated.

Proof. The RSUs in the proposed protocol issue certificates to
randomize the public keys of vehicles. Thus, without access
to an RSU, an adversary cannot correlate the public key of
a vehicle for the current transaction with that of the next or
previous one.

Algorithm 2: Simulating the protocol

1 while simulation do
2 for i in r∗, r∗ ∈ R ∀ ∗ = 1, 2, 3, · · · , r do
3 genesis.block ← define
4 r∗[i]← create node
5 r∗[i].node← make account
6 r∗[i].node.account← assign resource
7 for j ← 1, i do
8 ri∗[j].node← compile contract

ri∗[j].node← deploy

9 for n in v∗, v∗ ∈ V ∀ ∗ = 1, · · · , v do
10 genesis.block ← define
11 v∗[n]← create node
12 v∗[n].node← make account
13 v∗[n].node.account← assign resource

14 while r∗ & v∗ do
15 contract← sendMessage()← v∗[n].node
16 ri∗[j].node← contract← v∗[n].node
17 if request(v∗[n].node) then
18 Algorithm 1← call

V. IMPLEMENTATION AND SIMULATION

The enforcer contract was designed using Solidity (i.e., the
programming language for writing smart contracts) to create
the IoV-blockchain network model while the dPoW consensus
mechanism was coded in Python (version 3.7.3). Note that the
vehicles are assumed to be embedded with PUFs with their
respective CRPs stored in the blockchain.

A. Setup

The simulations were carried out using a laptop with Ubuntu
OS (version 17.04) that was installed on a virtual machine
client, Oracle VM VirtualBox. The laptop had the following
specifications: Intel core i7-7700HQ CPU (4 cores @2.8GHz),
16 GB RAM, Nvidia GeForce GTX 1060 GPU with 6GB
memory, and 1 TB HDD with 128 GB SSD of storage. The
shell scripting environment used was Terminal. The Ethereum
development package was used in Terminal to instantiate the
nodes using the Ethereum Go client (Geth), i.e., a command
line interface written in Go language. Two types of nodes were
initialized according to Algorithm 2, which includes a set of
RSU nodes denoted by R and a set of vehicle nodes denoted
by V . Each node has its own blockchain account and can
interact with other nodes via the contract. Note that each RSU
node holds a snapshot of the blockchain that is synced with
its peer RSU nodes.

Furthermore, the Remix integrated development environ-
ment (IDE), a browser-based IDE for Solidity, was used for
writing and compiling the smart contract. In addition, web3.js
(i.e., the official Ethereum JavaScript API) was used with the
RSU and vehicle nodes. web3.js is a collection of libraries that
allow subject-object (RSU-vehicle) pair to interact with a local
or remote Ethereum node using an HTTP/IPC connection.
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At the vehicle side, web3.js was used to interact with the
corresponding Geth client via HTTP connections for sending
requests to the contract as transactions and also to receive
the outcome for its authorization. At the RSU side, web3.js
was used to interact with the Geth client for deploying the
compiled contract and hosting the local blockchain.

TABLE III: Cost estimates of the smart contract

Function Gas cost in Wei

vehicleDelete(cID) 42953
vehicleRegister(cID) 62898
server() 407
sendMessage(string) ∞
vehicleCRPs() 304
registryCertificates() 348
registryV ehicles() ∞
codeDepositCost 985200
executionCost 21128

B. Execution flow of the contract

The enforcer contract needs to be compiled first before it
can be deployed, i.e., the contract has two phases of operation:
initialization and deployment. In the initialization phase, an
RSU node initiates the contract which will be known as the
server variable by the contract instance. Thus, the contract can
be compiled in the Geth terminal of RSU nodes. In the de-
ployment phase, the compiled contract is deployed on the RSU
nodes, which then proceed with mining to obtain the contract
address required for interacting with the contract instance. For
interaction, the contract ABIs will also be required that can
be obtained from the Remix IDE. The contract address is then
broadcast among the vehicle nodes to enable them to interact
and communicate with the RSU nodes via the contract. Thus,
the RSU nodes can now authorize vehicles, register or remove
them, and allow them to send requests as transactions.

C. Operating cost of the protocol

The cost measure of performing a task in Ethereum is called
“gas”, i.e., for every operation executed in Ethereum (e.g.,
making a transaction or deploying a smart contract), there is
a specified cost expressed in terms of gas. It is measured in
Wei as: 1 Wei = 10−18 Ether. For instance, the units of gas
consumed for deploying a contract represents the capital cost
for performing this task. Thus, the more complex a task is, the
more gas it requires to execute. The gas consumption estimates
for the IoV-blockchain protocol and its functions are listed in
Table III, which were obtained using the Remix IDE. The
amount of gas required for executing the enforcer contract is
21128 while that for deploying it is 985200. Notice that func-
tions sendMessage() and registryV ehicles() have an infi-
nite gas estimate. This is because their input size is not defined.
The reason for this is twofold: (1) to allow sendMessage() to
send varying lengths of data (limited to 512 bytes); (2) by not
defining an input length for registryV ehicles(), an arbitrary
number of vehicles can be added without restriction. Since

this function is updated only after registering or removing a
vehicle, it is safe to design it this way.

Fig. 4: Scalability of the proposed protocol.

VI. THE FOUR-WAY TRADE-OFF OF IOV-BLOCKCHAIN - A
PERFORMANCE ANALYSIS

This section presents a performance evaluation of the pro-
posed protocol as well as discusses its efficiency in terms of
the four-way trade-off of blockchain. We also compare the
performance of the proposed protocol with [21] for driving
trust management in IoV.

A. Scalability

By definition, a blockchain consists of a chain of blocks
where each block contains both meta-data (previous hash)
and data (tuples of transactions). This signifies the constantly
increasing length of a blockchain with time. Therefore, we
evaluate the scalability of the proposed protocol in dual
terms: (i) communication overhead; (ii) dynamic proof-of-
work consensus.

TABLE IV: Dynamic proof-of-work consensus thresholds

δ Arrival rate Difficulty level PoW target consideration

1 low high++ SHA256[0:4]
2 medium-low high SHA256[0:3]
3 medium-high low SHA256[0:2]
4 high low++ SHA256[0:1]

1) Communication overhead: Let us consider the maxi-
mum packet size required for transmission by the proposed
protocol with [21], as given in Table VII. We observe that the
communication overhead for the proposed protocol is 36%
lower than the protocol in [21]. To study the scalability of the
proposed protocol in terms of communication overhead, we
show the effect of increasing the number of vehicles on the
communication overhead in Figure 4. It can be seen that the
proposed protocol is more scalable than [21] and is able to
manage more vehicles with less overhead.
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Fig. 5: Geographical decentralization of miners.

2) Dynamic proof-of-work: We define the dPow consensus
algorithm with four scenarios listed in Table IV. We observe
that when the arrival rate is low, mining difficulty is the highest
with a mining target value defined by four significant bits
of the mining hash. Note that SHA256 is considered as the
hashing algorithm for hashing the blocks generated in the
proposed protocol. Similarly, when the arrival rate is high,
mining difficulty is the lowest with a target value defined
by one significant bit of the mining hash. This allows the
protocol to scale effectively, i.e., low arrival rate with high
mining difficulty accounts for increased security fidelity while
high arrival rate with low mining difficulty enables higher
throughput, thereby mining more blocks in less time.

We simulated the scenarios mentioned in Table IV for 1000
blocks with 100 dummy transactions in each block, which
are shown in Figure 7. We observe that the total time taken to
mine the 1000 blocks under scenario δ = 4 is almost 5 seconds
(i.e., a throughput of 20,000 transactions per second [tx/s]),
as can be seen in Figure 7(a). Figures 7(c) and (e) show that
the total time required to mine under scenario δ = 3, 2 are
approximately 50 and 650 seconds (i.e., 2,000 tx/s and 150
tx/s), respectively. Moreover, it can be seen in Figure 7(g) that
the total time consumed to mine the blocks under scenario δ =
1 is 10,000 seconds (i.e., 10 tx/s). Thus, it can be concluded
that for low arrival rates, the throughput is lower while for
high arrival rates, the throughput is also higher, which makes
the proposed protocol scalable.

B. Decentralization

The degree of decentralization for a blockchain can be eval-
uated by the distribution of its control and resources among its
miners. To handle the requests generated as transactions in the
IoV-blockchain network as well as ensure its smooth operation,
the miners (RSUs) need to verify transactions and generate
blocks efficiently. Therefore, the miners need to complete the
following steps: (i) collect, verify, and collate the transactions
into a block and mine it; (ii) broadcast the mined block in the
network to reach a consensus and append it to the blockchain.

To measure the degree of decentralization for the proposed
protocol, consider an IoV-blockchain system with N peer
nodes and M miner nodes. Note that peer nodes represent

Fig. 6: Authentication delay at RSUs.

both miner and server nodes. The set of nodes is denoted
by N = {n1, n2, · · · , nN} and the computing power of
node nn, n = 1, · · · , N , is represented by Υn. For clar-
ity, the notation Υ = {Υ1,Υ2, · · · ,Υn} is used to rep-
resent the set of computational resources, i.e., computing
power. Note that the M miners, represented by M =
{m1, · · · ,mm, · · · ,mM}, M ⊆ N , are selected out of N .
Assume that the miners are located at independent random
positions in R2 according to an inhomogeneous Poisson point
process (PPP) with density λ(x) [40], where the location of
node nn is represented by the two-dimensional coordinates
xn ∈ R2 and x = {xn} is the location set. The density
λ(x) is defined such that E{Num(A)} =

∫ ∫
A
λ(x)dx for

any A ⊆ R2, where Num(A) is the number of nodes in area
A. Note that the M miners take turns to mine and generate
blocks with different mining difficulty levels.

To measure the decentralization degree, this paper uses
the Gini coefficient, which is a well-studied measurement
for inequality of wealth or income [41], [42]. We measure
the decentralization of the propsoed protocol by considering
the distribution of geographic locations of the RSUs. Since
the miner density distribution λ(x) is a continuous function
of x, the Gini coefficient for miners with respect to (w.r.t.)
geographical distribution can be expressed as [42]:

g(λ) =

∫
a

∫
a

|λ(x)− λ(y)|dydx∫
a

∫
a

λ(x)dydx
=

∫
a

∫
a

|λ(x)− λ(y)|dydx
2M ,

(2)
where a represents the area relative to two dimensional coor-
dinates (x, y) with the density set: λ = {λ(x)}, x ∈ a, and
the miners scattered in region a ⊆ R2.

Note that the values of Gini coefficient are within [0, 1]
range, where 0 denotes full decentralization and 1 denotes
full centralization. Thus, more decentralized or uniform the
geographical distribution of miners is, closer the coefficient is
to 0. Moreover, to guarantee the geographical decentralization
of miners, the following constraint needs to be satisfied:

g(λ) ≤ ηg, ∀ ηg ∈ [0, 1] (3)

where ηg is the decentralization threshold w.r.t. geographical
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(a) Mining for high arrival rate.
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(b) Finding mining proof for high arrival rate.
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(c) Mining for medium-high arrival rate.
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(d) Finding mining proof for medium-high rate.
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(e) Mining for medium-low arrival rate.
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(f) Finding mining proof for medium-low rate.
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(g) Mining for low arrival rate.

0 200 400 600 800 1000
No. of blocks

0

50000

100000

150000

200000

250000

300000

350000

400000

No
. o

f h
as

h 
ite

ra
tio

ns
Mining with powLow difficulty

(h) Finding mining proof for low arrival rate.

Fig. 7: Mining comparison at RSUs with varying difficulty levels for different traffic arrival rates by vehicles.

distribution of the miners. Figure 5 presents the decentral-
ization performance of the proposed protocol. It can be seen
that as the value of Gini coefficient decreases, the Lorenz
curve gradually approaches the line of ideal decentralization,
i.e., the blockchain becomes more decentralized. From the
figure, different areas of Lorenz curve can be seen for three
different values of Gini coefficient. Note that a higher value
of Gini coefficient means that the miners are distributed more
centrally while a lower value means they are distributed in a
decentralized manner.

C. Latency

Similar to MAC/PHY overhead, latency is also an important
performance metric for IoVs as it signifies the total time
required for a vehicle to successfully authenticate itself and
its request thereafter, with an RSU. Therefore, the latency
of the proposed protocol is evaluated in dual terms: (i) we
study the authentication delay at the RSU side, i.e., the time
required for an RSU to authenticate a vehicle; (ii) we study TiF
(cf. Section I-A) for transactions (requests) generated by the
vehicles, i.e., the time taken to receive a reasonable guarantee

that a transaction has been written in the blockchain, or in
other words, is finalized and irreversible.

1) Authentication delay at RSU: Figure 6 shows the au-
thentication delay of vehicles at the RSU side for the proposed
protocol as well as the protocol in [21]. For a fair comparison,
we simulated both protocols by using the parameters given in
Table VI. The results were obtained using a custom discrete-
event simulator in MATLAB, which confirm that the authen-
tication delay of the proposed protocol is significantly lower
than [21]. This reduces the load on RSUs and enables them to
effectively manage trust as the number of vehicles increases.

2) Time-to-finality (TiF): For TiF, we consider the same
four scenarios that are listed in Table IV. Transaction pro-
cessing in the proposed protocol requires two steps: adding
transactions together to form a block and mine it, and then
reach a consensus on the mined block. Thus, we formulate
TiF for transactions generated by a vehicle, which includes
the block mining time (i.e., block interval) and the block
verification time as:

tf,δ = ti,δ + tc,δ, δ = 1, 2, 3, 4 (4)
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where ti,δ represents the block interval time that depends on
the choice of δ while tc,δ represents the consensus latency, i.e.,
the time that miners need to verify a block. For simplicity, we
assume that the consensus latency time is one, since verifying
a block is easy and involves inputting the proof value to
generate the target hash. Therefore, we only consider the block
interval time and primarily focus on the mining dynamics of
the protocol under different arrival rates of transactions.

We simulated the scenarios in Table IV for 1000 blocks with
100 dummy transactions each, which are shown in Figure 7.
The number of hash iterations for each block (i.e., TiF for
the 100 transactions in it) under scenario δ = 4 is shown
in Figure 7(b) with a peak value of 120 hash iterations per
block (h/b). Similarly, the number of hash iterations under
scenario δ = 3, 2 are shown in Figures 7(d) and (f) with
peak values of 2500h/b and 35000h/b, respectively. Moreover,
Figure 7(h) shows the number of hash iterations for each block
under scenario δ = 1 with a peak value of approximately
400,000h/b. Thus, we can conclude that for low arrival rates,
TiF is higher while for high arrival rates, TiF is lower, which
enables the proposed protocol to operate with low latency.

Thus, vehicles are expected to receive the finality of trans-
actions within short periods of time in the proposed protocol.
To meet the IoV-blockchain delay requirement, it is assumed
that one block should be mined and verified within a number
of consecutive block intervals, i.e., ∆ (∆ > 1) block intervals.
Specifically, the TiF should satisfy the following constraint:

tf,δ ≤ ∆ti, δ = 1, 2, 3, 4. (5)

It can also be observed that the effect of block interval on a
blockchain is twofold: (i) reducing block interval can improve
throughput, as depicted in Figure 7 and (ii) TiF increases
proportionally with larger block intervals since large inter-
vals translate into more transactions that require verification.
Moreover, the decrease of block interval imposes a stricter
constraint on the consensus delay, which is closely related to
miners and the dynamics of the chosen consensus algorithm.
Therefore, the adjustment of block interval, distribution of
miners, and selection of consensus dynamics should be con-
ducted carefully for addressing the four-way trade-off.

Fig. 8: Probability of an attacker reaching a break even point
in an honest chain (at least 51% honest miners).

D. Security

The proposed protocol uses a variant of the PoW consensus
algorithm, i.e., dPoW. PoW offers a high degree of security
as long as the number of honest miners is greater than the
malicious ones. In theory, an adversary/group of adversaries
can potentially mine an alternative “longer” chain that goes
back to the genesis block by using (>50%) mining power
[43]. Therefore, the loyalty of honest miners is very critical in
PoW. To guarantee the security of the proposed protocol with
consensus algorithm δ, the number of malicious miners nm
needs to be restricted by the following constraint:

nm ≤ nm,δ, δ = dPoW (6)

where nm,δ = bnh,δ−12 c denotes the maximum tolerable num-
ber of malicious miners in the proposed protocol, i.e., <50%,
and nh,δ represents the total number of honest miners. To
analyse this, we consider a scenario where an attacker is trying
to create an alternate (dishonest) chain faster than the honest
miners’ one (i.e., honest chain). The competition between the
attacker and honest miners can then be characterized as a
binomial random walk. Here, success represents the honest
chain being extended by one block, thereby increasing its lead
from the dishonest chain by +1. On the other hand, failure
represents the dishonest chain being extended by one block,
thereby reducing the gap by −1. Moreover, the probability of
the attacker catching up from n blocks behind the honest chain
is analogous to a Gambler’s Ruin problem. Suppose a gambler
starts at a given deficit with unlimited credit and potentially
plays an infinite number of trials to try to reach the break
even point. The probability that the attacker catches up with
the honest chain can is then given by [44]:

Qn =

{
1 if p ≤ q

( qp )n if p > q

}
, (7)

where p is the probability that an honest miner finds the next
block, q is the probability that the attacker finds the next block,
and Qn is the probability that the attacker will catch up from
n blocks behind the honest chain. Figure 8 demonstrates the
ineffectiveness of this attack as long as the honest miners have
more than 50% of the total computational capacity. It can be
seen that when p = 1, 0.9, 0.8, 0.7, and 0.6, the probability of
the attacker Qn catching up with the honest chain decreases
exponentially with the increasing number of blocks, i.e., after
just 10 blocks, Qn reduces to 0. When p = 0.5, Qn increases
to 1, which confirms that whoever controls more than 50%
of the total computational capacity of the proposed protocol,
controls its blockchain. However, given our assumption p > q,
Qn drops exponentially as the number of blocks the attacker
has to catch up with increases, thereby invalidating the attack.

Moreover, authenticity of transactions is guaranteed via
digital signatures. The proposed protocol uses Elliptic Curve
Cryptography (ECC) with Elliptic Curve Digital Signature
Algorithm (ECDSA) to ensure that data generated by vehicles
is legitimate. A common comparison between ECC and Rivest
Shamir Adelman (RSA), Diffie-Hellman (DH), and Digital
Signature Algorithm (DSA) is given in Table V [45]. We
observe that ECC can achieve higher levels of security using
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(a) The Chinatown region of Singapore. (b) The extracted map segment. (c) Traffic in the map segment (zoomed).

Fig. 9: Simulating a real-life traffic scenario.

TABLE V: Security strength comparison of key size combi-
nations for various cryptographic algorithms

Key size (bits) RatioSecurity Symmetric encryption algorithm ECC RSA/DH/DSA

80 Skipjack 160-223 1024

1:6-30
112 3DES 224-255 2048
128 AES-128 256-383 3072
192 AES-192 384-511 7680
256 AES-256 512-more 15360

smaller key lengths and can provide the same security level
afforded by a RSA-based system with a large modulus, and
correspondingly larger key. Note that smaller key lengths
translate into lower computational overhead [46].

VII. CASE STUDY

We designed a case study for our protocol using the Urban
Mobility (SUMO1) simulation package with OSMWebWiz-
ard2. SUMO is an open source, microscopic, highly portable,
and continuous road traffic simulation package designed to
handle large road networks. We considered the region of
Chinatown in Singapore with 100 left-hand driving nodes that
include vehicles, buses, and trucks, moving at a uniform speed
of 33 meters/second with no pause time. Figure 9 shows the
steps taken to extract the considered map segment, which has
a route length of approximately 1300 meters. After extracting
the map segment, a map configure (.cfg) file was generated by
SUMO which was converted to a vehicle trace file (.xml) first,
and then a vehicle mobility trace file (.tcl) was generated using
the ‘traceExporter’ function offered in the SUMO package.

A. The IoV-blockchain protocol dynamics

To analyze our protocol, we used ns-33, which is a discrete-
event network simulator for Internet systems. With the mobil-
ity trace file, we defined a custom VANET using the wireless
access for vehicular environments (WAVE) protocol and the
parameters listed in Table VI. The standard for the WAVE
protocol was IEEE 802.11p @5.9GHz (current state-of-the-art

1https://sumo.dlr.de/docs/index.html
2https://sumo.dlr.de/docs/Tutorials/OSMWebWizard.html
3https://www.nsnam.org/

TABLE VI: Key parameters

Parameter Value

WAVE ITS band 5.9GHz
routing protocol OLSR
no. of RSUs 10
inter-RSU distance 50:500m
transmitting power 20dBm
propagation loss model Two-ray ground
fading model Nakagami fading
physical mode OFDM @6Mbps
channel bandwidth 10MHz
packet interval 100ms
transmission max. delay 10ms
antenna height 1.5m
physical layer radio DSSS @11Mbps
transmission rate 2.048Kbps
blockchain packet size 512-byte
application packet size 64-byte
simulation time 100s

for vehicular environments) with continuous access to a 10
MHz control channel for all traffic generated by the vehicles.

We considered both blockchain packets (i.e., block headers)
as well as application packets using the OLSR routing proto-
col. The simulation was run for 100 seconds with 100 vehicles
and 10 RSU nodes, respectively. Moreover, the vehicle nodes
were moving according to the mobility trace file within the
650×650 m2 region of the extracted map segment.

All vehicle nodes transmit a 512-byte block header 10
times/second to the RSUs at a rate of 6 Mbps, i.e., 10,000
block headers being broadcast per unit time (second). A block
header in the proposed protocol is approximately 508 bytes
[35]. However, to account for losses on runtime, we considered
512 bytes. Note that RSUs act as sink nodes as well as miners.
Additionally, all vehicles attempt to continuously send 64-byte
application packets at a rate of 2.048 Kbps to other nodes.
The routing protocol used by the vehicles was OLSR and the
two-ray ground loss model was used in conjunction with the
Nakagami fading model. The transmitting power of vehicles
was set to 20 dBm and the RSUs are placed 50 meters apart.
We calculated the delivery of blockchain packets in terms of
packet delivery ratio (PDR) which is the number of packets
sent to an RSU divided by the number of packets it actually
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Fig. 10: The different dynamics of the IoV-blockchain protocol.

receives. We did this for all the 10 RSUs to see the effect of
fading over distance.

B. MAC/PHY overhead

The MAC and physical layers (MAC/PHY) overhead is an
important factor in IoVs. Typically, in existing trust manage-
ment protocols for vehicular networks, the broadcast channel
is flooded with authentication requests of the vehicles. This
affects the application throughput and may also overload the
RSUs, resulting in longer authentication delays. Therefore,
MAC/PHY overhead is critical for the performance of IoVs.
Its value lies in the range [0, 1] and is given by:

MAC/PHY overhead = (totalPHY Bytes− totalAppBytes)/totalPHY Bytes,
(8)

where PHYBytes represent traffic at Layer 1 (physical) while
AppBytes represent traffic at Layer 2 (data link). The MAC/-
PHY overhead can be seen as a moving average of the
overhead of a protocol over time.

C. Discussion and evaluation

Figure 10(a,b) show the application data and application
packet receiving rates of the protocol. Note that the number
of bits/second transmitted represents data rate and recall that
the vehicle nodes are transmitting 64-byte application packets
at a rate of 2.048 Kbps. We can see that the total application
throughput remains at an average of 150 Kbps while the
application packet receiving rate remains at an average of
30 packets per second (pps). We observe that our protocol
achieves the upper bound for throughput in IEEE 802.11p in
the current scenario [47]. Figure 10(c) shows the associated

MAC/PHY overhead whose low value demonstrates the effi-
ciency of the proposed protocol. Moreover, Figure 10(d) shows
the PDR for the 10 RSUs, which represents the blockchain
packets broadcast to the RSUs by the vehicles. Being the
nearest, RSU1 has the highest PDR while RSU10, being
the furthest, has the lowest due to channel fading. Thus, we
can conclude that these results show the effectiveness of the
proposed protocol in IoV.

D. A comparative analysis

In this section, we compare our protocol with the state-
of-the-art protocol proposed by Yang et al. [21]. For a fair
comparison and without loss of generality, we simulated both
protocols using the parameters explained in Section VII-A.
The simulation results and improvements are documented in
Table VII while Figure 11 presents a graphical depiction of the
protocol dynamics comparison. We observe that the proposed
protocol outperforms [21] in all of the comparison metrics.

Figure 11(a) shows that the total receiving rate of applica-
tion traffic for the protocol in [21] remains at an average of
140 Kbps as compared to 150 Kbps of the proposed protocol,
i.e., a 7.15% improvement in the receiving rate. Figure 11(b)
shows that the application packet throughput for [21] is around
25 pps as compared to 30 pps of the proposed protocol. This
is because the transmitted packet in [21] has a size of 800
bytes while in the proposed protocol, it is 512 bytes.

Similarly, Figure 11(c) shows that the MAC/PHY overhead
of the proposed protocol is lower than the protocol in [21].
We observe that after 100 seconds, the MAC/PHY overhead
of [21] is at 16.55% while that of the proposed protocol
is 11.39%. Moreover, comparing Figures 10(d) and 11(d), it
can be seen that the proposed protocol also outperforms the
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Fig. 11: Comparative analysis of the IoV-blockchain protocols.

protocol in [21] in terms of PDR at different RSU locations.
Thus, due to a higher throughput with lower overhead and
packet size, the proposed protocol is able to drive trust
management for more vehicles in lesser time, which can be
verified by the RSU PDRs detailed in Table VII. This also
results in good scalability of the proposed protocol.

TABLE VII: Comparison of key parameters

Parameter Proposed protocol Yang et al. [21] Improvement (%)

Transmitted packet size (bytes) 512 800 36
Throughput (pps) 30 25 20
MacPhyOverhead reduction rate (%ps) 0.886069 0.834459 5.83
PDR (RSU1) 0.70873 0.688423 2.8
PDR (RSU2) 0.563481 0.534726 5
PDR (RSU3) 0.490924 0.461358 6
PDR (RSU4) 0.449408 0.420628 6.4
PDR (RSU5) 0.413202 0.384506 6.9
PDR (RSU6) 0.37116 0.344836 7
PDR (RSU7) 0.327475 0.302728 7.5
PDR (RSU8) 0.327475 0.302728 7.5
PDR (RSU9) 0.327475 0.302728 7.5
PDR (RSU10) 0.327475 0.302728 7.5

VIII. CONCLUSION

This paper investigated the issue of providing trust man-
agement in IoV and presented a blockchain based protocol,
which uses smart contracts with PUF, certificates, and a dPoW
consensus algorithm. The blockchain and contracts form the
basis for a decentralized IoV network by managing vehicle
registrations. PUF gives each vehicle a unique fingerprint via
which trust is established. Certificates are issued by RSU
which preserve the privacy of vehicles. Moreover, the dPoW
consensus allows the protocol to scale according to the incom-
ing traffic generated by the vehicles. The proposed protocol
is also able to provide distinction between registered and
malicious vehicles by managing a list of registered vehicles.
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