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Abstract— This paper develops a distributed, threshold based this paper proposes a new MAC protocol. In the proposed
MAC protocol for cooperative Multi Input Multi Output (MIMO) protocol, packets are cooperatively transmitted by a nodg o
transmissions in distributed wireless systems. The protocol uses \yhen the transmission BER is expected to achieve a dynami-

a thresholding scheme that is updated dynamically based on . . . .
the queue |e?]gth at the sendingI;O node tg achieve low IOOWercaIIy set threshold. This cooperative threshold is set hoexe

transmissions while ensuring stability of the transmission queues the maximum throughput while maintaining the stability of
at the nodes. Simulation results are provided to evaluate the the queue at the sender and is dynamically changed according
performance of the proposed protocol and compare it against to the existing network conditions. Furthermore, the nurabe
regular point to point as well as fixed group size cooperative 5t nodes in the sending and receiving groups are set to
MIMO MAC protocols. achieve the minimum energy consumption subject to satigfyi
the cooperative threshold. The proposed protocol outpago
point to point communications as well as cooperative MIMO
MIMO technigues achieve the same bit error rate (BER) a8AC protocols that use fixed groups sizes [6].
point to point communications by allowing nodes to transmit The rest of the paper is organized as follows. Section Il de-
and receive information jointly with lower power [1], théme scribes the related work and section Ill presents the pexpos
achieving lower overall energy consumption and higher ehamAC protocol. Simulation results to evaluate and compaee th
nel capacity in wireless fading channels. Since wireleas@e performance of the proposed protocol are presented indecti
networks (WSNs) typically consist of a large number ofy, Section V concludes the paper.
energy constrained sensor nodes with limited on boardryatte
resources which are difficult to recharge or replace, MIMO Il. RELATED WORK
techniques can be used to save power. However, using multiMost of the existing MAC protocols for MIMO systems
antenna techniques directly in WSNs is impractical sindecus on MIMO transmissions from a single node and not col-
the limited size of a sensor node usually supports a singéhorative transmissions [7], [8]. Existing MAC protocdis
antenna. Cooperative MIMO schemes have thus been pgotlaborative MIMO transmissions are based on centralized
posed for WSNs to improve communication performance [2}luster based architectures [3]. Centralized architestlead
Cooperative transmissions and receptions from antennastdrenergy wastage on cluster maintenance, introduce adliti
a group of sensor nodes can be used to construct a systgordination delays and present a central point of failure.
fundamentally equivalent to a MIMO system. The cooperative A cooperative MIMO MAC protocol has been proposed in
MIMO system spends more energy on exchanging cooperati@) that forms sending and receiving groups at the time of
control messages but higher energy saving is achievedglurigach packet transmission. The transmission system ashieve
the long-haul data transmissions. lower overall energy consumption than point to point com-
The complexity of coordinating the actions of distributeghunications. However, the numbers of nodes in the sending
nodes limits the practical use of cooperative MIMO in WSNsand receiving groups are fixed and it is difficult to set the
Also, an inefficiently designed MAC protocol will increaseright numbers for the groups to achieve the minimum energy
the energy spent in exchanging control messages, and dimirgonsumption and may cause the system to become unstable.
the performance gains of MIMO operation. Another important In contrast to existing work, we propose a throughput opti-
factor that determines the effectiveness of the cooperatimal, distributed MAC protocol with thresholding to conttbe
transmission strategy is the tradeoff between energy gavinlecision to proceed with a transmission. The protocol iy eas
and stability. While scheduling transmissions only when @ deploy and is shown to perform better than point to point
large number of cooperating nodes are available improves #ind fixed groups size cooperative MIMO MAC protocols.
energy savings, it also increases the likelihood that theuqu
at the sender becomes unstable. Thus a MAC protocol must
dynamically select the cooperating group size based on theThe proposed cooperative MIMO communication strategy
network conditions. consists of three steps, as shown in Figure 1. In the first
To address these issues and facilitate cooperative MIMSEep, the source broadcasts its data using low transmission
transmissions with a high degree of performance improvémepower to the source cluster members (Figure 1(a)). In the
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(a) Source node transmits to cluster members and destination If the source does not receive a CTS packet W|th|n an inter_

Source node Destination node L. ) L
‘ k val T;,;, a retransmission process begins. The retransmission

| . . . .
F k i A 1 process is based on a binary exponential backoff mechanism

Receiving as in IEEE 802.11 and upper boundsitf Limit andCW,,, 4.

cluster are placed on the number of retransmission attempts and the
(b) Inter-cluster transmission between transmitting Isterand receiving cluster maximum Contention WindOW SiZe. AISO, |f the source node

_ - receives a negative CTS (NCTS) packet from the destination
node (implying that the cooperative threshold conditionas

Transmitting
cluster

Source node

Transmitting k

Receiving o met) the source will backoff and attempt a retransmission,
cluster Destination node . . . .
cluster starting with the recruitment of cooperative nodes.

(c) Intra-cluster transmission for soft symbols and combing at the destination node Once a CTS packet is received in response to its RTS packet,
Source node k the source node proceeds with the data transmission. Each
k A k CTS packet contains the optimal size of the cooperatingmrou

k S at the sending side (the process is described in Section llI-
Transmitting k Receiving C). T;,; seconds after receiving a CTS packet, the source

cluster cluster

node broadcasts the data packet at low power to the nodes
Fig. 1. Proposed cooperative scheme: (a) Source node sefodsation In its group and_ SynChron'ZeS them. The p_ro_tocol specn‘les
to all cluster members and destination, (b) Inter-clustenstraission, (c) that each node in the source-cluster transmit its data lgxact
Receiving node_s sequenti_ally_relay signal copies to dastin node and soft Tsyn seconds after the broadcast data packet is received from
symbol combining at destination. . .

the source node. Given that the distances between the source

second step (Figure 1(b)), nodes in the source-clustey tieéa and each of its c_Iuster mer_nbers_ is expecte_d to be Ie_ss than
signals received in the first step to the destination-ciugte 100 Meters, the differences in their propagation delaysite g
the third step (Figure 1(c)) each receiver sequentiallysimits small._ Qur receiver design then uses a DFE and soft-symbol
the received data to the destination node after passingC@MPINING to correct for the asynchrony [9]. Once the packet
through a decision feedback equalizer (DFE) and soft sym s been cooperatllvely transmitted, the sogrce_waltg for an
decoding. The data transmission in this cooperative MIM6CK from the destination. The amount of time it waits for
structure withM x N nodes in the source and destinatiofi’€ ACK depends on the product of the number of nodles
clusters can be treated as several MISO systems and effoi’€ destination cluster and the channel data rate. If s AC
combining of N packet copies [5]. The data transmissionrerrly "€CelVed the retransmission process begins after aybinar
can be dramatically reduced by using multiple senders in thgPonential backoff starting from neighbor recruitment.
sending side and error combining in the receiving group. WeW(,3 _next consider the OPera“O” of the destlna_tlc.)n.node. On
next describe the proposed MAC protocol for coordinatirg tHEC€IViNg the RTS packet, if the channel around it is idlesraf

multi-step transmissions from multiple nodes, as requbd an interval ofTj;,; seconds the destination sends out its own
the cooperative MIMO communication system recruiting packet, at a power level at most half that of the
' normal value. On receiving the replies from nodes willing to

cooperate, the destination node uses this informationgalon
with the number of available cooperating nodes and the queue
We first consider the operation of a node that generatemgth at the sender (this information is passed through the
or receives a packet to be forwarded. Before beginning tRF'S packet) to calculate the threshold. The methodology to
transmission process, the node first senses the channetdltrulate the threshold is described in Section IlI-B. This
ensure that it is idle, as in any CSMA mechanism. If ththreshold BER value is then compared with the estimated BER
channel is sensed to be busy, the node initializes a backediue of the channel between the source and destination node
timer (as in IEEE 802.11) in the rand&, CW,,,;,,] and waits (using the recruited cluster sizes and the interferencemise
for the channel to be idle. The timer is decremented once th&ue of the received RTS signal).
channel is sensed idle and interrupted if the channel begomelf the channel’s estimated BER is higher than the coop-
busy again. If the channel is idle and the backoff counterative threshold, a negative CTS (NCTS) packet is sent to
has decremented to zero, the source node first broadcasteeasender to cancel the transmission. On the other hand,
message with low transmission power (at most half the nornigilthe threshold is met, the destination node first calcslate
transmission power) to its local neighbors in an attempt the size of the sending and receiving groups (subject to the
recruit them for transmitting the packet. Once replies havkreshold BER and available cooperating nodes) that aghiev
been received from the neighbors, the source node sendsthet minimum overall energy consumption (the process is de-
a RTS message to the destination at normal power to reseseebed in Section IlI-C), and broadcasts a low power massag
the channel and waits for the CTS reply. The RTS messaige notify the nodes who have been selected to help in the
contains information on the current queue length at theesendeception. This message also includes the order in which the
and the number of neighbors it has recruited. This inforomati cooperating nodes relay the data packet after the trangmiss
is used by the receiver to update the cooperative thresholdirom the source cluster. It then sends a CTS packet with the
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required cooperating group size to the source node and waits: M, N from the successful transmission rates to the cluster
for the data packet. The destination node then waits for tbzes:
data transmission from the source cluster. Next, it waits fo . .
each node in the destination cluster to sequentially fauvitar ¢(i) = {(M,N) | 1 = Po(M, N) = (i)} (1)
copy of the received data packet. Finally, it decodes th&gtac The policyIlo chooses the threshold in the following way.
by combining all copies of the received packet and repligh wilf the current queue length at the sende@isthreshold: (i.e.
an ACK packet to the source if the packet is decoded correctly(i) in terms of the desired successful packet transmission
Otherwise, the destination node does nothing and the soupeebability) is chosen if(K — )¢ < Q < (K — i+ 1)¢
node will eventually timeout. where¢ is a fixed positive integer. The threshold is set at 1
We next consider the operation of cooperating nodes tHat @) > K¢. The threshold chosen by the policy is mapped
form the source and destination clusters. Each node thing Eqn. (1) to obtain the sét of cluster sizes for which
receives the recruiting message from the source node awnd isthe packet delivery rate is greater tha): S = {(M,N) |
constrained by any other transmissions in its vicinity, may 1 — P.(M,N) > ¢(i)}. Let the number of nodes, including
to help with forthcoming transmission. Each node that desidthe sender and receiver, that have been recruited to heffp wit
to cooperate with the transmission replies to the source naal given transmission b&/, and IV, respectively. The sender
with an ACK packet. To avoid collisions, each node generatpgoceeds with the transmission only(i#/,, N,) € S.
a random backoff value in the ran§e CW,,,;,,] and follows c

. o . Node Selection in Sending and Receiving Groups
the usual backoff mechanism before transmitting the ACK. . ] g o g P
Collisions may still occur between the replying nodes, but Consider a cooperative MIMO transmission with source

in the interest of reducing the overall transmission time, rfdZV receiving nodes. In our protocol, all cooperative sending
retransmissions are attempted. nodes transmit at the same power and synchronously send the

Each node that receives the recruiting message from a desgme data. A combination of these transmissions is detected

nation node and is available for helping with the forthcognind €ach receiving node, equivalent to a MISO scenario. The
transmission, replies to the destination node with an ACKTO" rate at a receiving node.,,, is thus related to the
Again, this ACK is sent after a random backoff in ordePOWer summation from multiple signal transmission paths. |
to avoid collisions. After transmitting the ACK, each nodé&ddition to thep.,,, in each route, the error from a receiving
waits for the message from the destination node to confirm {@de to the destinatiop,, 45+, and the error from the source
selection in the destination cluster. If a node is not inetiid ©© 2N node in the sending group will also contribute to the
in the cluster, it goes back to its normal operation and tak@¥erall route error. The latter two errors are quite low arel a
no further part in the forthcoming transmission. On the pth&€glected in our analysis and we assume= pe,,.

hand, if it is included in the destination cluster, each nedés The destination node uses a simple majority dgcmon 'rule
for the data transmission by the source cluster. On reggivifp d¢code the packets received from the cooperating reseive
the data, each node uses a DFE to correct the asynchrony {ACN node in the receiving group has the same BER, the

described in [9]) and then forwards the data to the destinatiP =R In the destination node after the reception from e
in the order specified. nodes forming the reception group is:

N
B. Thresholding Policy Db = Peryn = Z <N)p;(1 — pe)N i )
In this section we propose a thresholding polidy, for i=N/2 !

the proposed MAC protocol. The decision to transmit or notor cooperative MIMO, the error rate in a Rayleigh Fading
along with the choice of the cluster size if a transmission #hannel using BPSK modulation without channel coding is
attempted, is based on the queue length at the source nodgigsn by [6]
well as the availability of cooperating nodes. M

Let the maximum number of nodes available for cooperation Pe = H 1 @)
with the source and destination nodes b&,,., and N,,q. i ST 14 %
respectively. Including the source and destination notlese o
are thus M,,ae + 1 X Nyas + 1 possible choices for the where P,(mimo) is the transmission power at each node in
tuple M, N denoting the source and destination cluster sizé§€ sending grouplN, is the ambient noise and and A are
For each possible choice dff, N, the expected packet errorthe distance and fading gain from the sending node to the
rate (PER) for the given channel noise conditioRs[}/, N], Teceiving node. The path loss constanis between 2 and 4.
is first evaluated. Let the number of unique PERs e Using the value op,. from Eqn. (3) in Eqn. (2), the overall
The successful packet transmission probability for eacte caBER at the destination node is given by
is obtained by subtracting the PER from one and th&se

probabilities of successful transmission are then listed i N (M 1 ‘ M 1 N
ascending ordep(1), ¢(2),-- -, ¢(K). Different cluster size p, = Z () H — 1_H ——
combinations that lead to the same PER are thus considered ;,Zy/o\"/ \iZ; 1+t1(\77:7;go) i:11+t1(\/737:1%u))

a single entry in the list. Also, lety(i) be the mapping 4)



If no FEC codes are used, the packet error jatés:

uz 2
u 3

pp=1-(1-pp)" (5) \ o
where L is the frame length in bits. . 0“3\ - e 011 p O o'
The energy consumed by a sensor node consists of two 0 g p Om
parts: energy spent on running the circuis and the trans- e © . . © "
mission energy’; spent on communications. The same energy / a% Q O s
is spent on running the circuits irrespective of whether the © ‘Z o
node is transmitting, receiving or idle listening [4]. Sénthe d o o™ o>

circuit power consumption is independent of whether a nede i
transmitting or not, we only consider the transmission gyer
for evaluating the energy cost of a transmission.

The energy consumption for each transmission can be
divided into two parts: the energy spent on channel reser-
vation and recruiting £,,,;:) and the energy spent on data In this section, we evaluate the performance of the proposed
transmission Ey,-..s_a (7)), which also depends on the choseMAC protocol using a custom built MATLAB simulator. In
threshold ¢ (or ¢(i)). Now, E,,;;: includes the RTS/CTS order to compare the performance fairly, we set the overall
exchange as well as the recruitment process and is given Imansmission powers of all protocols to be the same. So if the

Euuit = Evte + Eote + Eroopuit ) _transmission povyer_of each sending node ip al netvx_/ork
is P;, the transmission power of each sending node in 2
whereE,;; andE, are the energy spent on sending RTS anghd 4 x 4 networks will beP, /2 and P, /4 respectively.
CTS packets and,c..;: is the energy spent on recruiting The topology used for the simulations is shown in Fig.
neighboring nodes. Assuming all the neighboring nodesyregl. \we are interested in the transmissions between the source
to the recruiting messages and that recruiting messages gRg destination nodes markédand D. Around bothS and
their replies require energies @f.c.; and E,cc.q, we have D there are six nodes that may serve as cooperative nodes
Ereeruit = 2Erec.s + (Mmaz + Niaz ) Erec.d (7) and these are markethy,---,mg and ny,---,ng. These

i i i i .. twelve nodes also exchange data with their neighboring $1ode
With M nodes in the sending an nodes in the receving |,qing ynicast flows and thus may not always be available for
group, the energy consumption in a successful transmission., o rative transmissions. Each unicast seridegenerates
Esnr = Ewait+ Eps+Ep,+MEgqa v+(N—1)Eco+Eqc, - Packets at raté\y; according to a Poisson process. Alsp,

(8) generates packets at ratg for destinationD. The cooperative
where Ez, is the energy spent by the source to send the ddtaeshold is initially set ai.1 and is then dynamically updated.
to its cooperative neighbordyz, and E,., are the energy We use UDP as the transport layer. To compare the per-
spent by the destination to send notification messages tofasmance of the protocols, we measure the overall energy
recruited neighbors and the ACK to the souré®,;, »s iS consumption given by the sum of the transmitting power
the energy spent by a source-cluster node for transmiteétg dused by all the nodes participating in the transmissionhEac
and E.; is the energy spent while the destination collects tr@mulation is run for 6000 seconds. The channel has capacity
message from cooperating receivers. In case the tranemissi Mbps. The size of RTS, ACK and recruiting messages at
is unsuccessful, the energy consumed is source and destination is 44bytes. The size of CTS, notificat
. message from the destination node and reply messages from
Eunt = Bvait+ Epp+ Eps +MEaatanr +(N=1)Eeor (9) helping nodes is 38 bytes. The size of data messages is 256
With the PER,p,,, given in Eqgn. (5), the number of attemptpytes. The recruitment messages use one-fourth the power
before a successful transmission follows a geometricibdistr ysed for data transmissions.
tion. Combining the successful and unsuccessful cases:give We compare the performance of the proposed protoco| with
Ervansar (i) = : Pp Eyn+ Eans (10) three oth_ers: traditional point tq poirtt,x 2 (fixed thresholt_j)
— Dp cooperative MIMO andd x 4 (fixed threshold) cooperative

Group Size Selectiorthe destination node in the proposedMIMO transmissions. For the entire range of transmission
protocol determines the sending and receiving group sizZe@wers used in our results, the packet error rate with point
based on the framework above. Given the number of nod@spoint transmissions was greater than 0.7, leading to ex-
available at the sending and receiving groups, the degtinatcessive retransmissions and thereby higher delays and lowe
node does an exhaustive search of the possible sizes antssetbroughputs. Thus the results for point to point transroissi
the combination that has the lowest energy consumption, s@e not shown in any of the figures.
ject to the threshold. The exhaustive search is necessary si ) . _ _ . _
there is no closed form solution of Eqn. (10) that achievés Simulations Without Neighboring Traffic
the minimum value. Since the number of available nodes isWhen none of the neighboring nodes have any traffic of
typically small, the computational complexity is accefgab their own, the source and destination nodes can alwaysitrecru

Fig. 2. Topology

IV. SIMULATION RESULTS
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all the neighboring nodes and there is no contention for tire the proposed protocol proceed only when the expected
channel. The proposed MAC protocol thus chooses the hightisnsmission BER is lower than the cooperative threshottl an
level cooperative threshold with probability. The energy sending and receiving group sizes are selected to achieve th
consumption and packet delays for the various protocols argnimum energy consumption.
shown in Figures 3 and 4 respectively, fog = 0.32.

Figure 3 shows that the proposed threshold based MAC
protocol leads to significant energy saving at low transimiss [1] V- Tarokh, H. Jafarkhani, and A. R. Calderbank, "Spaceet block

. . . codes from orthogonal designsiEEE Transactions on Information

powers. Figure 4 compares the delays associated with the oy vol. 45, no. 5, pp. 1456-1467, 1999.

protocols. The proposed protocol has relatively much lowe] S. Cui, A. J. Goldsmith, and A. Bahai, "Energy-efficiency MIMO
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V. CONCLUSION

This paper presents a new cooperative MIMO MAC pro-
tocol with dynamic thresholding for WSNs. Transmissions



