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Abstract—While decentralized medium access control (MAC) transmissions

protocols are more popular in wireless networks, cluster based Merclser oo coner- CUUSEET  pols dlecp period canger- CIUSIEY  polls

sensor networks are particularly amenable to centralized, polling | s Vs

based protocols. This paper presents an analytic model to evalu- \ [~ i = i =]

ate the performance of a polling based MAC protocol in terms of Wy N 50

the packet delay, buffer overflow rates and energy consumptian 205057 N\ 255552 255550

We show that the polling based protocol can outperform popular \ | |

decentralized MAC protocols. Simulation results are presented | Cycle 1 | Cycle 2 |

to validate our model and conclusions. start of start of start of

node i's poll node i's poll node i's poll

|. INTRODUCTION Fig. 1. Protocol operation showing two cycles of transmissiycle 1 has

. . . three data transmissions while Cycle 2 has none, resultirrgsieep period.
A key constraint on the design of MAC protocols for wire- Y Rasieep P

less sensor networks (WSNs) is their limited on board energ the cluster head. The cluster head is responsible for cemm
Since the energy consumed by the nodes in idle listenifgating with other cluster heads and the sink. All otheresd
of the channel causes significant battery drain, most MAre leaf nodes, and can only communicate with the cluster
protocols for WSNs propose that nodes turn off their radiggad in their cluster.

when not involved in ongoing transmissions. Decentralized The MAC protocol’s data exchange process is divided into
contention based MAC protocols that use different variafts rounds. A round begins with the inter-cluster period where
sleep-wake cycles have been studied extensively in lite¥at cluster heads exchange data with other cluster heads or with
[1], [2]. The performance of these decentralized protacolge sink, and leaf nodes may turn off their radios. It is fokal
however, degrades as the network load increases due to §heahe intra-cluster period where cluster heads exchantge da
increased incidence of collisions and the associated btitw with their leaf nodes. The polling based MAC protocol applie
wastage. Cluster based WSN architectures [3], on the othgfthe intra-cluster communication. In the intra-clusteripd,
hand, are particularly suitable for centralized, pollingseéd the cluster head first pollall its leaf nodes and then assigns
MAC protocols though their performance with sleep-wakghem time slots to transfer their data. Only nodes with data
cycles has not been previously explored. are assigned slots and the remaining nodes may sleep till the
In this paper we develop analytic models to evaluate tkRd of the round. The intra-cluster period ends when all sode
performance of a polling based MAC protocol with sleephave been polled in a round. Also, if none of the nodes have
wake cycles for WSNs. We first develop a queueing model &y data to send when polled, the cluster transitions into a
evaluate the average packet delays and then use the resulisidep state where all leaf nodes turn off their radios. A new
evaluate the per node energy consumption rates. The prbpoggind starts when the sleep period ends.
model is also used to evaluate the packet loss rates due_to )
buffer overflow at the nodes. Simulation results are then usg: Queueing Model
to validate the analysis and also to demonstrate the superioConsider an arbitrary cluster with/ nodes. Each node is
performance of the polling based MAC protocol with sleepassumed to havé buffers to store packets. Let the channel
wake cycles over similar decentralized protocols. rate be% bytes/second and the data packets generated by each
The rest of the paper is organized as follows. Section Mode be ofkp bytes, requiringl’, = kpC' seconds to be
presents the queueing model and Section Ill presents th@nsmitted. During each poll, the cluster head transhyits;
energy consumption model. Section IV presents the sinmratibytes to the polled node and the polled node replies using
results and comparison with decentralized protocols. Iljina kr_.: bytes. We use the notatidtr = kp_a + kp_. and the

Section V concludes the paper. time to poll a node is’p = kpC seconds.
The packet interarrival times at each node are assumed to
II. DELAY MODEL distributed according to a Markov modulated Poisson poces

(MMPP) with an arbitrary number of states, An MMPP
based arrival process is used in this paper because of their
We assume a cluster based WSN architecture wheregrsatility in modeling traffic types such as voice, video
sensors in a geographical region select a node amongst tresmwell as long range dependent traffic [4]. The MMPP is

A. Protocol Description



characterized by the transition rate mafRxand the diagonal empty queues when they were polled in the current cycle and
rate matrixA that contains the arrival rates at each state: thus transmit data in this cycle is binomially distributedhw
parametersB[i — 1,1 — p|. The Laplace-Stieltjes Transform

(_7;1 3‘22 Z;: >(\)1 )(\)2 8 (LST) of the service time in this cas€]; ;. so.c1, IS
R=1| . — . A= : Hx,  so.c1(8) = LSTU0, Ty +(M—1)Tp+kTp]+
ol o o o 0 0 - (M—=i)Tp + Bli—1,1—p|Tp + Tp] (2)
(1 1_e—s(TI+(M—1)Tp+k-TD) (p—l—(l—p)e_STD)i_l
The steady state probability vectgr of the Markov chain - s(Tr + (M—1)Tp + kTp)  es(M=)Tr+Tn) ®3)

satisfiesyR = I0 andge = 1 wherﬁe is a unit vector. The \ynere the first term in the equation above is the LST of
average arrival rate at a node is then given\oy: gA. UL0.Ts + (M —1)Tp + kTp)], the denominator of the second

For our analysis, we consider the system operation frof, is the LST of the constants — i)Tp + Tpp and the
leaf nodei’s perspective to be divided into periods of variable, ,merator of the second term is the LSTBE — 1,1 — p|L.

I'ength calledcycles. A cycle begins when the poIIin.g of node 14 uncondition Eqn. (3) ok, we note that the number of
i starts, and ends when nodes polled the next time. The 5¢tive nodes among/ — 2 leaf nodes is binomially distributed
durauo_n of a cycle is denoted by.. Figure 1 shows the asB[M —2,1— p]. In the special case whefe= 0, none of
operation of the MAC protocol for two cycles. Note that thgne |eaf nodes have any data to send when they are polled in
probability distribution of the duration of a cycle is id&@l {he cyurrent cycle. Thus the nodes enter the sleep period and
to that of a rc_)uqd (defined earl|er)_. the length of the cycle i§ = T; + (M — 1)Tp + Ts, where

Our analysis is based on modeling the MAC Iaye_r behawg_fs is the duration of a sleep period. Once the cycle ends,
of each leaf node as a MMPP/G/1/K queue. Our first step d§ for the case withk > 0, the tagged packet at leaf node
to characterize the service time distribution. There re- 1 ; first waits for the polis ofM — i leaf nodes and then for
leaf nogies in a\/ node cluste_r. The data arrival rate in .thean additionalj T}, seconds for data transmissions whers
cluster is thus(M — 1)X. Consider a tagged packet arrivingyinomially distributed as3[i —1, 1 — p. Then, unconditioning

at leaf nodes, 1 < i < M — 1. At the instant of its arrival, Eqn. (3) onk and adding to it the case fdr= 0, the LST of
the queue at the leaf node may be in one of two stdteS0:  ihe service time for case CX; o c1, iS given by

The queue is empt2. S1: The queue is non-empty. Next we Tpviot
consider the service time for these two cases. Hy, oy oi(s) = (P+(1_P)_€ ) {
1) Arrival at an Empty Queue: Sate S0: Consider the cycle es(M=)Tp+Tp) s(T1+WM-1)Tp+Ty)
in which the tagged packet arrives. The queue at node M_Q(M—Q)(l ) —s(Tr+(M—=1)Tp+kTp)
k —-p

ol os(T1+(M=1)Tp+Ts)

k M—2-kl—e€
S(T1+(M71)Tp+kTD)

empty when the packet arrives but may not have been so at the- Z

beginning of the cycle when it was polled. Thus we consider *=1

two subcases corresponding to whether the queue at leaf nodé case C2, nodeé was non-empty when it was polled but

i was empty (case C1) or not (case C2) when it was polledvas empty when the tagged packet arrived in the same cycle.
In case C1, since nodéwas empty when it was polled Thus, the tagged packet must have arrived after leaf riode

in the current cycle, it cannot transmit any data in this eydtransmitted its data in the current cycle. The remainingetim

Among the remaining/ —2 leaf nodes, let be the number of in the cycle after the packet from leaf nodés transmitted is

nodes that transmit data in this cycle. We first consider gise ¢ 7o +7T1+ (i —1)Tp, if k of the M —1—i nodes polled after

wherek > 0. Since each cycle also includes an inter-clustéiodei also transmit data in the current cycle. Now, the tagged

communication period (of duratidfi;) and the time to poll the Packet has to wait fol — ¢ seconds for the current cycle

M—1 leaf nodes, the length of the cyclE;, is given byl = O end. The PDF of, given that the tagged packet arrived

Tr+(M—1)Tp+kTp. For arbitrary arrivals independent of theafter nodei transmitted its data in the cycle is distributed as

departure process in a frame based departure system, i arf{ [Tc—+Tp =11 —(i—1)Tp, Tc]. ThusTc—t is distributed as

is equally likely to occur anywhere in a frame [7]. In our gasé’ [0; kKT p+T;+(i—1)Tp]. In the next cycle, the tagged packet

given that an arrival occurs in a cycle, the arrival instange, first waits for the polls ofd/ — i leaf nodes, including itself,

relative to the start of the cycle is thus uniformly distributectnd transmissions fromof the: —1 leaf nodes polled before

in [0, 7¢], denoted by [0, T; + (M —1)Tp + kTp]. The time nodei. As before,j is binomially distributed with parameters

the tagged arrival has to wait till the start of the next frame Bli — 1,1 — p|. The LST of the service time in this case,

Tc —t the PDF of T —t is aIsoU[O, Tr+ (M* 1)Tp+/€TD]. Xi k50,02, 1S given by

In the next gycle, the tag_ged packet first has to'wait for the ;7 = LST[U[0, kTp + T; + (i — 1)Tp|+

polls of M —i leaf nodes, _mcludlng itself. If of thez—l. leaf (M —i)Tp + Bli—1,1—p|Tp + Tp)

nodes polled before nodealso have data to transmit when (kT ATy 4 (i—1)Tp) T

they are polled, the tagged packet has to wait for an addition _ 1 —¢ (ot P (pr(l=p)e ) )

jT seconds before it is served. Letdenote the probability s(kITp + Ty + (i = 1)Tp)  es(M=DTr+Tp)

that the queue at any leaf node is empty at an arbitrary tirfie uncondition Eqn. (4) o, we use the fact that the number

instant. The probability that of thei — 1 leaf nodes had non- of active nodes among/ — 1 — i leaf nodes is binomially

i,k,S0,C2 (S)




distributed asB[M — 1 — 4,1 — p]. Then, the LST of the whose service time distribution is given by Eqgn. (8). We use

service time for case C2; g0, c2, IS the analysis for the MMPP/G/1/K queue from [5] and list the
Me1—i _ equations below for completeness.
H _ M—1-i 1 - o)k M—1=i—k Consider the imbedded Markov chain consisting of the ser-
Xi,s0,02 (S) = Z k ( /0) P . . . .
= vice completion instants at the queue. k€k) (respectively,
1— e sToHTr+(=1Tp) (1 (1— p)e—sTp)i~1 p(k)) be ther—dimensional vector whosg-th element is the

- : (5) limiting probability at the imbedded epochs (respectively
_ s((M—i)Tp+Tp
s(kIp+Tr+(i-1)Tp)  ex((=0 ) an arbitrary time instant) of having packets in the queue
The probabilities of cases C1 and C2 aP¢C'1] = p and and being in the phasgof the MMPP,k = 0,1,--- , K — 1

P[C?2] = 1—p, respectively. Combining cases C1 and C2, thgespectivelyk = 0,1, --- , K). Consider the matrix sequence
LST of the service time in state SQ; so, is then given by  {C,.} defined as

HXi,SO(S) = pHXi,SO‘Cl (5) + (1 - p)HXq,,so,cz (5)

(p+(1—p)e=sToyi—t " YM—1—i (1 pyHh—1ink
os(M—)Tp+Tp) k P)P

k
Cr—UAr =) CAr 1| Agt (9

v=1

Cry1=

k=0

fork=1,2,--- , K —2with Cy =1, C; = (I - UAy)A;"!
1_e—S(kTD+TI+(i—1)Tp)

ay 1—e st (M=1)Tp+Ts)  andI being ar x r identity matrix. The(k, I)—th element of
s(kTp+Tr+(i—1)Tp) s(Tr+(M—1)Tp+Ts)  the matrixA, denotes the conditional probability of reaching
M—2 B B phasel and havingv arrivals at the end of a service time,
M_2 1_6 S(T1+(M 1)Tp+kTD) A A )
+ Z( )(1_p)kpM—1—k (6) starting from phasé. The matricesA,, can be easily calcu-
s(Tr+(M—-1)Tp+kTp) lated using an iterative procedure [6]. The probabilitytoes

2) Arrival at a Non-Empty Queue: Sate SL: For these 7 (k) can then be calculated using
arrivals, the service time starts when the last of the enggieu
packets departs the queue. Once the tagged packet comes tor(0)
the head of the queue, it first has to wait for the current cycle
to finish. In the remainder of the current cycle, any of thand« (k) = 7(0)Cy, k = 1,2,--- , K — 1. The vectorsp(k)
remaining M — 1 — i nodes may transmit their data, and were then obtained using0) = ¢x(0)(A — R)~'©~! and
also have an inter-cluster communication period and thks pol

+p

K—-1
Y C+(I-U)AT-A+ eq)_1] =q (10)
v=0

of i—1 leaf nodes. Before the tagged packet receives servicepi&) = ¢ |n(k) + kzl (W)U (U —T)| (A —R)"10!
the next cycle, we havé/ — i polls including the poll of leaf =
nodei, along with possible data transmissions from thel (12)
leaf nodes polled before leaf nodeSince the number of nodesfor k = 1,2, --- , K — 1 andp(K) = ¢ — %' p(v) where
with data transmissions in a cycle is binomially distriljthe ¢ = [1 + 7(0)(A — R)~'©~'e]~!. The packet blocking
LST of the service time for arrivals in state SX; g, is probability is given by
. K—-1

HXi,,Sl (5) = LST [B[M 1—i,1 p]TD + 17 + (M 1)Tp P=1— Z p(z/) (12)

+B[Z -1,1- p]TD + TD] =0

= ¢ s M=DTPHTD) (54 (1—p)e*TP)M 2 (7)  Finally, the LST of the cumulative distribution function thfe

3) Overall Service Time, Delay Distribution and Loss Packet waiting timejV(s) is given by
Rates. Combining the cases SO and S1, the LST of the service

K-1
time of an arbitrary arrival at S§ X;, is given by W(s) = —— p(O)+§@*1ZGV(s)Hfé‘l“’(s)TK_l_V(s)

1_Pb v=1
Hx, (3) = pHXz‘,so (3) + (1 - p)HXi.Sl (8) 8 (13)

(o) — _ gy N e —
whereHx;, ., (s) andHx, g, (s) are given in Eqn. (6) and Eqn.WhereG] (s) = m(O)[L = UHx, (s)] = Hx, ($)7(5), T;(s)

! ice ting, i F(s)[~AF(s)/ andF(s) = [sI+R—A]~'. Moments of the
(7) respllecnvely. The average service tink®, is denoted by packet waiting time can be easily obtained from Eqn. (13).
© = —LHyx,(s)|,_, and given by

s To complete the analysis, we note that the probability that

2M —i—1 17 (M —3+4)(1-)p) the queue is empty at an arbitrary instant of timeis given
© = 2 Tp + 9 + {IJF 2 } Tp by p = p(0)e. However,p is used in the expressions for the
(i—1)Tp + Ty + (M—1—i)(1—p)Tp service time, which are in turn used to evaluafe). To obtain
+ (1—0){ 5 ] p, We use an iterative technique. Under this iterative gjsate
_ ) we start with an arbitrary value gf in (0,1) and use it to
+p [pM—lTS +p [(M_Z)TP + (2_1)(1_p)TD” compute the service time distribution ap@). The new value
2 2 of p given byp = p(0)e is then used to recalculate the service

To obtain the distribution of the packet delays and lossstatdime distribution which is then used to find the ng¢®). This
the queue at each SS is modeled as a MMPP/G/1/K quearecess continues till the values pfand p(0)e converge.



IIl. ENERGY CONSUMPTIONMODEL

The energy consumption of the MAC protocol depends ¢ S Analysis: sleep 1s
. . s L —+— Analysis: sleep 4s
the time spent by each node in transmitting, receiving or 5 5|| —*— Simulation: sleep 15 A
the sleep period, in addition to the energy dissipation atar * | L= Simulation: sleep 4

teristics of the radios used by the nodes. We assume that
radio dissipate#’,,;.. Joules/bit (J/bit) to run the transmitter or
receiver circuitry and,,,, JIn? for the transmitter amplifier

to achieve an acceptable signal to noise ratio [3]. Assumil
d? energy loss in the channel, to send: dits message to a
distanced, the radio expends

ETr(kv d) = kEelec + kdzEamp (14)

Average delay (sec)

and to receive this message, the radio expends

ERm(ka d) = kEelec (15) 0O 015 i 115 é

Data arrival rate A

To obtain the rate of energy consumption for the polling Hasc
MAC protocol, we first evaluate the average cycle time. Given
that there are nodes with data transmissions in a cycle, th=
cycle length isTc = T1 + (M — 1)Tp + kTp. Sincek is
binomially distributed asB[M — 1,1 — p], the expected cycle
length given that at least one node sends data is

Xt

Fig. 2. Average packet delay.

E[T(j|/€ > 0] = T[+(M—1)Tp+

In case of a sleep cycle, the cycle lengttiis = T + (M —
1)Tp + Ts. Thus the expected cycle length is given by

E[T¢] = Ti+(M—1)Tp+pM 1 Ts+(M—1)(1-p)Tp (17)

Energy consumption (J/sec)

At any instant, a leaf hode may be either in the polling, da

X i : ) . . | —OS— Analysis: sleep 1s | |
_transm|SS|on, inter-cluster or sleep period. During thdspo 05 /4« ——+— Analysis: sleep 4s
in a cycle, each leaf node spenils_i(Feiec + Eampd?) + —%— Simulation: sleep 1s

— K —A~ - Simulation: sleep 4s

kp_aiEeiec J Of energy on its own poll an@V —2)kp Fejec J
listening to the polls of other nodes. Since polls occur yve
cycle, each leaf node expends this amount of energy every
E[T¢] seconds. Also, the rate at which packets are accepted in Fig. 3. Average rate of energy consumption.
the queue of each nodel$1 — P,) where the packet blocking

probability,_ Py, is given by Eq'f‘- (12). In a stable system, th%Iuster. A 2-state MMPP with transition rates @f; = 3.15
rate at which packets depart is thus algd — P,). For each and oy; — 1.94 and the ratio\; — 1.6}, was used [4] for

i [Ejﬁ 2
packet transm_ltted, a leaf node expe ckp + Eamphpd the arrival process. The radio parameters were assumed to be
J of energy. Finally, we note that a node does not expend apy

; ) . . Yiee = 50nJ/bit and E,,, = 100pJ/m? [3].
energy during the inter-cluster and sleep periods. Usimg t ! nJ/bi b pJ/m” 13]

expression forE[T] from Eqn. (17), the total rate at which In Figures 2 and 3, we compare the analytic and simulation
a leaf node spends energy is given by results for the average packet delay and the rate of energy

consumption at a leaf node 5 for different traffic loads and

0 0.5 1 15 2
Data arrival rate A

o (M —1)kpEeiec + kp_wiEampd® sleep periods of 1 and 4 seconds. We note the close match
W T+ (M —1)Tp + pM—1Ts + (M —1)(1 — p)Tp  between the simulation and analytic results. Figure 2 shows
+ A1 = P)(Eejeckp + Eampkpd?) (18) that the minimum delay is not achieved at low arrival rates

but at moderate loads. For low data rates, a large fraction

IV. SIMULATION RESULTS of the arrivals occur when the system is in the sleep state.

We implemented the polling based MAC protocol in th&hese arrivals need to wait for the relatively large sleajiode
NS-2 simulator and in this section we use simulation redaltsto finish before they can be transmitted. As the arrival rate
verify our analysis and compare them against the performarincreases, the probability that an arrival occurs in a sleep
of decentralized protocols. The length of each simulatiom r period decreases, thereby reducing the delays incurreld whi
is 2000 seconds, and each result is the average of 20 rumaiting for the sleep period to finish. At high arrival rates,
The channel data rate is 20Kbpsr = 0.004 sec,7; = 0.4 the queuing delay becomes dominant and the packet delay
sec andTp = 0.0256 sec. There are 9 leaf nodes in eacincreases again. Consequently, there exists an uniqualarri



Data Packet Loss Probability
arrival K=1 K=5 K =10
rate A Ana. | Sim. Ana. [ Sim. Ana. [ Sim. Y e VI S
1.0479 | 0.2895| 0.3112 || 0.0021 | 0.0031 || 0.0000 | 0.0000 I } ‘ ‘ 1 T
1.3535| 0.3527 | 0.3622 || 0.0258 | 0.0283 || 0.0028 | 0.0022 .
1.6482 | 0.4090 | 0.4101 || 0.1171| 0.1242 || 0.0943 | 0.0912 © 0.4 1
1.9539 | 0.4612 | 0.4842 || 0.2344 | 0.2456 || 0.2276 | 0.2471 3’;
1.9539 | 0.5053 | 0.5153 || 0.3294 | 0.3314 || 0.3274 | 0.3214 ]
S 0.3f ]
(]
TABLE | =
PACKET LOSS RATES FOR THE POLLING BASEBMAC PROTOCOL FOR § 02l |
BUFFER SIZES OFL, 5AND 10. <~
. - : 0.17[ —+— Polling MAC i
rate that achieves the minimum delay, typically at modera SMAG
loads, where the total contribution of the delays from tleegl ‘ ‘ ‘ ‘
time and the queuing effect is lowest. 0.3 0.31 0.32 0.33 0.34 0.35

From Figure 3, we observe that increasing the sleep tir
reduces the energy consumption. However, this decrease can
not continue unboundedly because as the sleep time beco
longer, each sleep period will have a larger number of pack~*
arrivals. These arrivals will queue up and consequentky, t
subsequent active periods also become longer. Also, thigyene
consumption for all sleep periods converges to a constane va
as the load increases. This is because at high loads, thersys
does not enter the sleep period and each node almost alw
transmits a packet in a cycle. Thus cycle lengths are alm
constant and each the energy consumption rates saturate.

To evaluate the packet loss probabilities, Table | shows t
analytic and simulation results for buffer sizes of 1, 5 afd 1
for a sleep period of 1 second. Again, we note that the resu
match closely.

Finally, we compare the performance of the polling base
MAC protocol with the popular decentralized protocol witt
sleep-wake cycles: SMAC [1]. We compare the performan
at low data rates since the contention based SMAC h
high collision rates at high traffic loads and its performanc
degrades. To compare the protocol performance in simikg.

Data arrival rate A

Fig. 4. Comparison of packet delays between SMAC and pollaggtd MAC

cols.

N
T
I

. . 7

Eenergy consumption (J/sec)
=

—+— Polling MAC
—%— SMAC

0.32 0.33 0.34

Data arrival rate A

0 L
0.3 0.31 0.35

5. Comparison of energy consumption between SMAC andnpoll

settings, parameters were selected such that the paclgsdebased MAC protocols.

of the protocols are similar. The length of each simulatiam r

was 8000 seconds and the channel data rate was 2Mbps. against similar decentralized protocols and is shown teehav

used SMAC with a duty cycle of 10% arid- = 0.00004 sec,
Tr = 0.4 sec,Ts = 1 sec, andl'p = 0.000256 sec for the

polling based scheme. The results are shown in Figures 4 and

5. The polling based scheme outperforms SMAC in terms df!
the delay as well as the energy consumption. Interestingly,
the polling based scheme has at least 100% lower enerdgt
consumption as compared to SMAC and the difference is
larger at higher loads. This is because SMAC: (1) uses a fixqg
sleep-wake schedule and does not adapt to the changing traffi
conditions, resulting in energy wastage and (2) wastegygner
through the collisions resulting from its contention babgsC
protocol.

(4]

V. CONCLUSION 5]

This paper presents analytic models to evaluate the dela[X]
loss rates and energy consumption characteristics of agoll
based MAC protocol with sleep-wake cycles for WSNs. The
performance of polling based MAC protocols is compared’]

superior performance in terms of both delay and energy.
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