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Abstract— Energy harvesting is one of the most promising IIl. RELATED WORK

solutions for the enhancing the lifetime of sensor networks by Th f h fi h b lored in th
overcoming the limitations of current batter technology. This € use of energy harvestng has been expiored In the

paper investigates the performance of scheduling strategies for 9eneral framework of WSNs. The problem of duty-cycling in
sensor networks with energy harvesting. The problem of selecting general sensor networks with energy harvesting is coresider
the power level at V\_/hich a sensor should transmit is formulated jp [3], [6]. In [5], the authors show that using cooperativB@

as a Markov Decision Process (MDP) and the performance of .,incols, sensor nodes can match their energy consumption

the transmission policy thus derived is compared with that of . .
an energy balancing policy as well as an aggressive policy. ourt© their energy harvesting rate. The authors of [2] address t

results show that the quality of coverage associated with the MDP Problem of sensor activation with battery recharging assgm
formulation outperforms the other policies. temporally correlated events. However, none of the exjditn

erature considers the problem of energy aware communicatio

. INTRODUCTION . . . . .
) i ] ] mode selection for wireless devices with energy harvesting
A major hurdle for the wide adoption of Wireless Sensor

Networks (WSNSs) is their energy supply. At present, the bat- I1l. SYSTEM MODEL

tery technology does not provide a high enough energy densit e consider a discrete time model where time is slotted in
to develop WSN nodes (for many applications such as heajffjervals of unit length. Each slot is long enough to trarismi
monitoring) with sufficiently long life and acceptable castd e gata packet and at most one data packet is generated in a
form factor. The most promising approach to deal with thgst Each sensor has a rechargeable battery and an aedociat
energy supply problem, particularly for sensors for meldic@nergy harvesting device. The energy generation process of
applications, is energy harvesting or energy scavengifdri8 he sensor is modeled by a correlated, two-state process. In
this approach the nodes have an energy harvesting device {iaon state (i.e. when ambient conditions are conducive to
collects energy from ambient sources such as vibration agergy harvesting), the sensor generates energy at a bnsta
motion, light, and heat. However, to improve the perforneangaie of - units in a time slot. In the off state, no energy is

of energy harvesting WSNs to acceptable levels, progregsnerated. If the sensor harvested energy in the current slo
needs to be made both in energy harvesting techniques anf5rvests energy in the next slot with probabilify,, with

communication policies and protocols. . 0.5 < gon < 1, and no energy is harvested with probability
This paper cons@er; the problem gf evaluatlng the per-_ don. ON the other hand, if no energy was harvested in
formance of transmission schedulers in WSNs with energys cyrrent slot, no energy is harvested in the next slot with

harvesting devices. The sensors are assumed to have pqlfbabilityq 12 05 < gogr < 1, and energy is harvested
™ . . . o ’ N o 1
ability to choose from a set of available transmission modggip, probabilityl — oy :

for transmitting their data, with each scheme consuming athe data packets that sensors report to the sink are also

different amount of energy. However, each scheme hasyanerated according to a correlated, two-state procesm If
packet error probability that is a decreasing function & thyent if generated in the current slot, another event isrgéee
energy used on transmission. For a given data packet, {R&he next slot with probabilityp,,, 0.5 < p,, < 1, and no
schedulers select the appropriate transmission mode sthéha oent is generated with probability — p,,,. Similarly, if no
probability that the sensor does not have any energy 0 repQlent js generated in the current slot, no event is generated
future events when they occur is minimized while maximizing, {he next slot with probability, ¢, 0.5 < porr < 1, while

the likelihood of data reports being correctly transmitt€dis 5 event is generated with probability— poff..The average

paper evaluates the performance of three scheduling eslicy,ration of a period of continuous evenf8[N], is given by
using analytic models as well as simulations.

The rest of the paper is organized as follows. Section Il
presents the related work and Section IIl describes thesyst
model. Sections IV and V evaluate the energy balancing and . )
aggressive strategies. A MDP formulation of the problem fd the steady-state probability of event occurrence is
presented in Section VI, simulation results are presented i L —poyy 5
Section VIl and Section VIII concludes the paper. Ton = 57— Pon — Doff 2)
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Similarly, the average length of a period without events ihe off state can be considered renewal instants of the event

1

T—po
Ienpg'tfﬁ of a period with energy harvesting and the steadg-sta

probability of such events argfq— and ji,, = %

E[Tg]
2=q,
respectively. Finally, the expected length of peﬁods wiith

1 1

andm, ;s = 1—m,,. Along the same lines, the averagerocess state. The expected length of a renewal period is

o 2_pon_poff (4)
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recharging and its steady-state probability "’!Ffe;off and The expected energy generated in a renewal period is then

toff = 1 — on, respectively.

In each slot, a sensor consumisunits of energy to run
its circuits and additional energy is expended if the sens?ﬁ
decides to transmit data. Each sensor is assumed to hav
capability to communicate at two transmission modes: “mogh
1” consumesd; units of energy on the modulation, codin
and transmission and achieves an expected packet error rate
of 1 — p; while “mode 2" consumes, units of energy with

(0]

an expected packet error rate of- p;. We haved; > 5, and E[A] > pioncE[Tr] — S0 E[TR]

p1 > po allowing a tradeoff between the energy consumed
and reliability. For many applications it is more importdat

E[C} = .uonCE[TR] = HonC

2 — Pon — Doff
®)
(1 = pon)(1 _poff)

e maximum possible energy that may be spent on running
e on-board electronics of the sensor during a renewabgeri

of E[Tg] slots (i.e. ignoring slots in which the sensor is in
he dead state) i8oE[Tr]. The expected amount of energy
available for communications is thus at least

(ﬂonc_é())(2_pon _poff)

1- on)(l_ o )
(I-p Poff ©)

deliver the most recent data without delay rather than queliB& €xpected number of events to be reported and those cor-

them behind retransmission attempts. Since data is geder
in continuous bursts in our model, we thus assume that fieP2):
retransmissions are attempted for packets with error. ,Adso
sensor is considered available for operation if its enegyy i
greater that, + d-2. If a sensor’s energy level falls below this
threshold, it moves to thdead state where it is incapable of
detecting and reporting events and stays there until itdsisv
enough energy. No energy in spent in the dead state.

The communication strategy of a sensor is governed by a
policy II that decides on the transmission mode to be used for

Ullgp) =

Ea(T)

_ Pt 7202 T

Jgctly reported in a renewal period algN| and E[N](y1p1+
respectively. The number of events detected and cor-
rectly reported in the periof), T is then

Y1P1 + V2p2

1- DPon

Also, the number of events generated in the pefind’] is
E(T) = 7o T. The performance of the policy is then

1

ET] ")

7ron(1 - pon) E[TR]

= mp1+7p2  (8)

reporting an event. The action taken by the sensor in tinte slQy then have the following bound on the performance of any

is denoted by:; with a; € {0, 1,2} denoting no transmission
and transmissions at mode 1 and 2, respectively. The dacisio
may be based on the current battery level of the sensor and th
states of the recharge as well as the event generation groces

with the basic objective of maximizing thggiality of coverage,

defined as follows. Lef,(T") denote the number of events that

occurred in the sensing region of the sensor over a peridd of

slots in the interval0, T]. Let £,(T') denote the total number U(Iles) >
of events that are detected and correctly reported by theosen

over the same period under poli€l The time average of the
fraction of events detected and correctly reported reptsse
the quality of coverage and is given by

- S48

IV. ENERGY BALANCING POLICIES

Case I: (& < £ and
1 2

energy balancing policy:

laim 1: The performance of an energy balancing policy
iS_bounded by

|: (.U'onC*(SO)(pl *PQ)
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% < g’—; and “pon > E[A]
% > g’—j and T > E[A]
21— < B[A]
)

where the relation for the last case holds with a strict etyual

3) Proof: We consider the four cases and prove the result
by obtaining the optimal choice of; and~, in each case.

%2 < BlA] < &4

) In this case

on

In order to utilize the available energy efficiently, ongéhe energy available for communications is such that all
strategy is to use an energy balancing (or energy neutratjempts may be made using transmission mode 2 but not
policy, IIzg, that assignsy; and s, the fraction of slots enough to make all transmissions using transmission mode 1.
with data events in which the policy uses transmission modelinear programming formulation (LP1) for obtaining the
1 and 2 respectively, such that the total energy spent is equatd v, that maximizes the quality of coverage is given by

to the energy generated, while maximizing the likelihood OLPl' maximize

detecting and reporting events without errors.
To develop an energy-balancing policy, first consider the
data event generation process. This process strictlynalies

subject to

Y1P1 + V2pP2
0 1)
Y4 7e <1 andw < E[A]

— Pon

between periods with eventsr( state) and periods without The objective function is maximized when the available gper
events ¢ff state). The instances when the event process entass divided such that the largest number of transmissions



with energy consumption;, are accommodated while leavingThe quality of coverage for this case is then given by
enough energy to transmit in the remaining slots with events

onC — 0,
with energy consumptiofi,. Using~y, = 1 — 1, this implies U(Mlgp) = v2p2 > %m (17)
E[N]d 1-— E[Nl]és = E[A 10 .
MEN]oL+ (1 =) E[N]oz = B[] 10 case m: &> £ and 2— > E[A]) In this case the
Solving forv; gives available energy is not enough to report all events using
E[A] 5o LionC— 50 5y transmission mode 1. However, sinéé > £2, the utility

— _ _ _ 11 . . . . o1 2
ge! E[N|(01—02) 81—08s  mon(01—02) 61— (11)  per unit energy is hlg_her with transmission mod_e 1. Thus the
5 solution for LP1 in this case assigns transmission mode 1 to
1 HonC — 60 . . .
Yo=1—7y = P ) (12) all slots with data to be transmitted, as long as the availabl
1702 Tonil1— 02 _ _energy, L, satisfiesL > 4o + é1. The optimality of this
The above values for, and 7, are achievable because instrategy can be proved using contradiction as was done for
energy balancing policies the sensor always has energyGase Il. Assume that there exists a policy that transmitsgusi
transmit, with probability one. To justify this claim, cader transmission mode 2 durink, slots with k, > 0 so that its
each sensor as a queue where the arrivals corresponcoitfective function for LP1 is greater than that of the policy

the energy harvested and the departures correspond to tH& only uses transmissions using transmission mode 1s Thu
energy spent. Thus the sensor represents a G/G/1 queue where

the arrival rate equals the departure rate (due to the energy P p1+ Fa p2 > &pl (18)
balancing property). The results of [7], page 422, then ympl 1 — pon 1 — pon 61(1 = Pon)
that the queue remains non-empty with probability one and = kops — kad2p1 S0 = PP (19)
the expected queue length becomes unbounded. This in turn o1 o1 02
implies that we always have enough energy to transmit datais is a contradiction of the initial assumption of > 22
with probability one. The quality of coveragé/(Ilzp) = that defines Case lll. Using the expected number of slotsavher
y1p1 + Y202, IS then given by a transmission can be attempted with energy consumptipn
U(llpg) > {,uonc—éo—mm&] 1+[7r0n51—,uonc+(50] ) we have

o Ton (01 —02) Ton (01 —02) = E[A] > (#£on¢—=00)(2—Pon —DPos ) (1pon) = HonC—00

_ (ftonc — 80)(p1 — p2) — Ton(d2p1 — d1p2) (13) G EINI ™ 61(1=pon)(1—posy) 517T(ozno)

Ton (01 = 02) The quality of coverage for this case is then given by
The inequality arises becaudgA] > (uonc — 60)E[TR]. Lo — B
U(llgg) = mp1 = Ogipl (21)

Casell: (& < & and 1—6;2" > E[A]) In this case the avail- 17on
able energy is not enough to report all events even wherse |v: < E[A]) Transmissions using transmission

transmission mode 2 is used. Singe < £2, i.e., the utility moge 1 are more likely to be successful and in this case the
per unit energy is higher with transmission mode 2, Ngansor has enough available energy to make all transmsssion
transmissions are made using transmission mode 1 in orde,{9ng this transmission mode. The solution to LP1 is thus

maximize the objective function. We prove the optimality ofiivial and we have, = 1 andy, = 0. The quality of coverage
this strategy using contradiction. If all transmissions arade fq, this case is thus

using transmission mode @ transmissions can be made

2
inai iecti i E[A] U(I1 = = 22
resulting in an objectlve_ function mpg. Assume now (Ugp) =P =p1 (22)
that there exists a policy that assighs of the 171 slots This completes the proof. [ ]
with data events to transmission mode 1 with> 0 so that
the resulting objective function is greater thas ﬂ’;‘j, 52 V. AGGRESSIVETRANSMISSIONPOLICIES

Comparing the objective functions for the two cases A transmission policy that uses transmission mode 1 for all

k1 ko E[A] 14 transmissions as long as the available endtgy &g + 0; is
1—pon prt 1—pon P2 = da(1 —pm)p2 (14) termed an aggressive poli€i/,. Sincey, = 0 in an aggressive
k16101 p1 . po policy, the expected number of events correctly reported in
= k- 5o >0 = o1 > O (15)  renewal period isE[N]vy1p1. The exact value of;; depends

on the system parameters aftlA]. The number of events

This is a contradiction of the initial assumption &f < £2 . )
that defines Case Il and the proof is thus compléte. TﬁusqﬁteCtEd and correctly reported in the perjodr] is then

this case we have; = 0 and £4(T) = 1’71;)1 EYJ: 23)
E[A] (/uonc_60)(2_pon _poff) HonC—00 ~ Pon [ R]
2 02 E[N] = 82(1=pon)(1—=pos ) (1pon) = Som.,  SiNce the expected number of events generated in the period
16) [0,7] is &,(T) = 7T, the performance of the aggressive




policy is given by is then given by

. &(T) Y1p1 1 DonpP1 if a; =1, Ly > 8y + 01
U H — 1 = — on 5 -
M) = i =) = 7ol —pon) BTR] ~ andB,_, = 1
(24) Ponp2 if a; =2, Ly > 6o + b
Next, we obtain a bound on the performance of the aggressive andE, ;=1
policy. r(Xt,as) = (L—posp)p1 ifag =1, Ly > o + 61
Claim 2: The performance of an aggressive transmission andE;_, =0
policy is bounded by (I —pogf)p2 it ay =2, Ly > 69+ 02
Bonc—¥0 5 andE;,_; =0
Ur(Il4) > B17on L Topon ElA] (25) 0 otherwise
p1 otherwise (28)

where the relation for the last case holds with a strict éyual Let g; andl; be the amount of energy gained and lost by the
Proof. Case I g{E[A] <8 ) The energy available sensor in the intervdk, t + 1) respectively. Then

1—pon
in this case is not sufficient to transmit in all slots with letge g = { ¢ W.J. Ytqon + (1 =Y)(1 = qosy) (29)
using transmission mode 1. Since the policy always schedule 0 otherwise

transmissions with transmission mode 1, we have
50 + 51 Wp [Etp(m‘l'(l—Et)(1_poff)}[1(at)

= 1 E[A] > (MonC—éO)(Q_pon _poff) _ HonC — 50 if Lt Z 60 T 51
E[N] &, = 51(1—poyy) 517 om ) G002 Wp. [Epon+(1—Er)(1=poss)l2(ar)
t if L, > 6o + 0o
Then s ) w.p. Ip(ay) if Ly > 50+ 6
_ Honc = 8o 0 henvies 0T
U(ILa) = mpr = =5——=p1 (26) 0 otherwise

(30)
Case II: gE[A] > 1,5;0n>- Since there is enough energy tavhere w.p. stands for “with probability’4 (a;) represents the
transmit all packets using transmission mode 1, the aggeessndicator function that equals one only when= A and zero
policy in this case results in; = 1 and~,; = 0. Thus otherwise. To complete the MDP formulation, the next state
of the systemX;.1 = (Li+1, Eiy1, Vs is given b
U(ILa) = yipr = pr = U(Tlgg) 27 Yy t41 = (L1, By, Vi) is @ y

. Liy=1L —1 31
This completes the proof. n 1= Lt g (31)
Finally, we note that the sub-optimality of transmitting &t Fpot = { Lw.p. Eypon + (1 = Et)(1 = posy) (32)
slots using transmission mode 1 in cases | and Il of Claim 1 0 otherwise

implies that the performance of the aggressive policy canno _ _
1 = { 1 w.p. Yigon + (1 Yt)(l QOff) (33)

exceed that of the energy balancing policy. 0 otherwise

The optimal solution can be computed by using the well
VI. MARKOV DECISION PROCESSFORMULATION known valueT iteration technique [4]. The t_)attery capacity o
the sensor is assumed to €. Since the induced Markov

h \uti h bi ¢ o h .. chain is unichain, from Theorem 8.5.2 of [4], there exists a
The solution to the problem of assigning the transmissi terministic, Markov, stationary optimal polidy,;p which

mode for each communication event so that the quality 8lso leads to a steady-state transition probability ma@bn-

coverage is maximized can be also obtained by formUIatings'iHering the average expected reward criteria, the opitimal
as a Markov Decision Process. Denote the system state at t@aﬁlati ons are given by [1]

tby X; = (L, By, Y;) whereL, € {0,1,2,--- } represents the
energy available in the sensor at timeFE; € {0,1} equals (K,1,1)

one if an event to be reported occurred at timand zero h*(X) = max |r(X,a)+A"+ > pxx/(a)h*(X')
otherwise. AlsoY; € {0,1} equals one if the sensor is being netonz) X'=(0,0,0)

charged at time and zero otherwise. The action taken at time VX € {(0,0,0),--- ,(K,1,1)} (34)
t is denoted bya; € {0,1,2} wherea, = 0 corresponds to
no transmissiong; = 1 corresponds to a transmission usin

transmission mode 1 angd = 2 corresponds to a transmissio - .
nd P reward andh* () are the optimal rewards when starting at state

using transmission mode 2. -
g = (0,0,0),---,(K,1,1). For the purpose of evaluation, the

1= (0,
The next state qf the system depends only on the _Curr(f'gfative value iteration technique [1] is used to solve Eg4).
state and the action taken. Thus the system constitutes a

Markov Decision Process. The sensor gains a reward of one VII. SIMULATION RESULTS
with probability p; if £: =1 anda; = 1 and a reward of one  This section presents simulation results to compare the
with probability p, if F; =1 anda; = 2. The reward function performance of of the three strategies. The simulationewer

herepx x-(a) represents the transition probability from state
to X’ when actiona is taken,\* is the optimal average
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Fig. 1. Comparison of the performance of the three policiesarRaters usedjon, = 0.75, poys = 0.9, ¢ =2, p1 = 0.9, 6o = 1, 61 = 2 andd2 = 1.

done using a simulator developed by us, primarily because VIIlI. CONCLUSIONS
energy harvesting is not well supported in existing simar&t  Thjs paper developed models to study the performance
The topology consisted of a single sensor and a sink. A} three transmission scheduling strategies for WSNs when
simulations were run for a duration of 5000000 time units. energy harvesting devices are used by the sensors to generat
Figures 1(a) and 1(d) compare the performance of the thi@gergy. Simulation results show that while a strategy based
strategies (labeled EB: energy balancing, AGG: aggresside on a MDP has better quality of coverage that both energy
MDP: Markov Decision Process) in terms of the quality obalancing and aggressive policies. In certain scenarfms, t
coverage as the recharge rate is varied by changipg. energy balancing policy may outperform the other two in
Two scenarios corresponding % < £ and £ > £ terms of the number of dead slots and the average number

2 1
are considered. In both cases, the strategy obtained by #ieonsecutive messages that are not reported correctly.
MDP outperforms the EB and AGG policies. The AGG policy
performs worst because it always uses the mode with the REFERENCES
higher energy consumption and is thus more likely to run outl] D. Bertsekas,Dynamic Programming and Optimal Control, Athena
of energy. Scientific, Belmon MA, 2000.
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