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Abstract— Medium access control (MAC) protocols for wireless
packet networks usually need to be distributed for flexibility
and robustness. In a distributed way, however, collision detection
becomes difficult and collided packets are usually still fully
transmitted with existing wireless MAC protocols, which wastes
the precious medium resource of the network. This paper
proposes a new MAC protocol that realizes effective and efficient
collision detection in wireless packet networks by the use of
pulses of random-length pauses. Our comprehensive simulation
results show the capability of the new protocol for significantly
improving the throughput of future wireless packet networks.

I. I NTRODUCTION

With their increasing popularity, wireless LANs sharing the
same segment of radio spectrum may easily have overlapping
areas. Severe medium contentions are therefore becoming
common phenomena in wireless LANs. In addition, wireless
ad hoc networks and mesh networks have received attentions in
recent years due to their easy deployment in infrastructure-less
environments. In such wireless networks, medium contentions
may be even severer due to multi-hop traffic and larger
numbers of nodes. Dealing with collisions have therefore
become a critical issue for wireless networks.

In wireless packet networks, contention-based medium ac-
cess control has the advantages of flexibility and robustness
over schedule-based control and thus has become a popular
strategy in such environments. The most widely used mecha-
nism to avoid collisions in contention-based medium access
control is probably “carrier sense” [1]. With carrier sense,
nodes listen before they transmit. Only if the medium is
sensed idle, nodes may transmit after proper backoffs. This
“physical” carrier sense technique, however, can not always
avoid collisions because of hidden terminals [2] and the
propagation delays of signals [3].

Another technique called “virtual” carrier sense is used by
some wireless MAC protocols such as [4], [5], [6], [7] to deal
with hidden terminals, which are basically wireless nodes that
can not sense a sender but may cause a collision at the receiver.
With virtual carrier sense, a sender that acquires the medium
after conducting physical carrier sense exchanges short control
frames (i.e., RTS and CTS frames) with its receiver for two
purposes. One is handshaking, while the other is to notify their
neighbors of their transmission schedule.

Virtual carrier sense also has limited effectiveness in avoid-
ing collisions. The exchanged control frames of two nodes may
be lost to their neighbors due to the same problem of hidden

terminals. In addition, node movement and the discrepancy
between the transmission range and interference range of a
node may affect the effectiveness of virtual carrier sense [8].

Due to the limited effectiveness of existing techniques for
collision avoidance, collisions are not rare phenomena in
wireless packet networks. When collisions happen, existing
wireless MAC protocols usually can not promptly detect them
and thus collided packets are still fully transmitted, which
wastes the scarce medium resource. To address this problem,
the new MAC protocol proposed in this paper uses a pulse-
based approach to realize fully-distributed collision detection
in wireless packet networks. By using “pulses” of random-
length pauses, the proposed MAC protocol enables two or
more nodes to detect each other when they transmit at the same
time. Our extensive simulations have shown the effectiveness
of the proposed protocol in detecting collisions and improving
the throughput of wireless networks.

An out-of-band control channel was originally proposed for
dealing with hidden terminals in wireless networks [2]. The
BTMA [2] and RI-BTMA [9] protocols use a single control
channel to address the hidden terminal problem. The DBTMA
protocol [10] uses two control channels to address the hidden
terminal problem and improve the spatial reuse of radio
spectrum. An out-of-band control channel has also been used
for other purposes in other wireless MAC protocols, such as
priority scheduling [11], energy saving [12], and power control
[13]. The proposed MAC protocol in this paper, however, uses
an out-of-band control channel to address a different problem,
which is collision detection in wireless networks.

The rest of the paper is organized as follows. Section II
presents the proposed MAC protocol in detail. Section III
evaluates it with extensive ns-2 [14] simulations. Finally,
Section IV summarizes the paper.

II. T HE PROPOSEDMAC PROTOCOL

A. Protocol Basics

With the proposed MAC protocol, the control channel
only carries “pulses” and “pulses” only appear in the control
channel. “Pulses” are basically single-tone waves with pauses
of random lengths, as shown in Fig. 1. A node transmits pulses
in the control channel when it is transmitting a packet in the
data channel. In addition, the proposed MAC protocol does
not use RTS or CTS control frames in the data channel.

The proposed MAC protocol operates in the following basic
way. An initiating sender having a packet to transmit first
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Fig. 1. A regular pulse consists of an active phase of a fixed length and a
pause phase of a random length.

performs physical carrier sense in the control channel. After
the channel has been sensed idle for a period of time longer
than the maximum pause duration of a pulse, the node takes a
random backoff. If the node does not hear other nodes during
its backoff, it starts to generate pulses in the control channel
and transmit the packet in the data channel upon the expiration
of its backoff timer. Otherwise, the node keeps monitoring the
control channel.

The initiating sender expects a CTS pulse after it finishes
transmitting the headers of the frame containing the packet. If
the node obtains the CTS pulse, it continues to transmit the
packet. Otherwise, the sender aborts its transmission. On the
other hand, after determining that the packet is intended for
it, the intended receiver sends back a CTS pulse and starts to
“relay” the pulses in the control channel.

The sender expects an acknowledgment from the receiver
after finishing transmitting the packet. If the sender does not
obtain the acknowledgment, it will retransmit the packet. This
whole process repeats until an acknowledgment is obtained
for the packet or the retransmission limit is reached.

B. The Pulses

As shown in Fig. 1, a pulse consists of an active phase of a
fixed length and a pause phase of a random length. Single-tone
waves are transmitted in the control channel in the active phase
only. The active phase of a pulse signals a busy data channel,
while the pause phase is mainly for collision detection. Whena
node is generating pulses, it still monitors the control channel
in its pulse pauses.

A CTS pulse does not have a pause phase and its length
is determined by the integer in a field of the MAC header
of the received data frame, which is randomly drawn by the
initiating sender. After the intended receiver determinesthat
the data frame is intended for it, it sends back a CTS pulse
in the following first pause detected in the control channel.
A sender waiting for a CTS pulse divides its pause into two
parts. One is the CTS window of a fixed length, while the other
is the residual random pause following the CTS window. An
initiating sender regards a CTS pulse legitimate if the pulse is
of the expected length and received in the CTS window.

If a node is receiving a data frameintendedfor it (deter-
mined by reading the headers of the incoming frame), the node
relays each pulse received in the control channel. Basically,
upon detecting the emergence of a pulse (instead of after
receiving a whole pulse), the relaying node starts its relayed
pulse. A relayed pulse, however, has a shorter active phase
than the original one, which is to prevent the sender of the
original pulse from hearing the relayed pulse.

Fig. 2 demonstrates a transaction in the MAC sub-layer with
the proposed MAC protocol. NodeA is the sender, nodeB
is the receiver, and nodeC is a hidden terminal. The figure
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Fig. 2. Signals in the control and data channels of three nodes. NodeA is
the sender, nodeB is the receiver, and nodeC is a hidden terminal.

shows the signals in the two channels of the three nodes.
Because nodeC is a hidden terminal, it can only receive
signals transmitted by nodeB. The longer packet is the data
packet, while the shorter one is the acknowledgment packet.
The pulse denoted by dashed lines is the CTS pulse sent by
nodeB.

C. State Transition Diagrams

This subsection describes the proposed protocol with two
state transition diagrams. The state transition diagram for
a sender with the proposed protocol is shown in Fig. 3.
As shown in the diagram, there are five possible states for
a sender, which are Monitoring, Contending, Handshaking,
Transmitting, and Waiting-for-acknowledgment.

In the Monitoring state, a node monitors the control channel
to obtain channel states. When the MAC sub-layer of a node
receives a packet from the upper layer, the node becomes
active and starts to monitor the control channel. After the
control channel has been idle for a specified duration (i.e.,
when a contention point for medium service arrives), the active
node enters the Contending state.

In the Contending state, the node starts a backoff timer for a
random backoff. If the node detects a pulse in the Contending
state before its backoff timer expires, the node cancels its
backoff timer and returns to the Monitoring state. If the backoff
timer expires successfully, the node enters the Handshaking
state, in which the node generates pulses in the control channel
and transmits its data frame in the data channel.

After the node enters the Handshaking state, it expects
a CTS pulse in a pulse pause. If the node detects a CTS
pulse, it continues to transmit its data frame and transits to
the Transmitting state. Otherwise, the node returns to the
Monitoring state.

In the Transmitting state, the node transits to the Waiting-
for-acknowledgment state after the frame is fully transmitted.
However, if the node in the Transmitting state detects a pulse
in the control channel, it aborts its transmission and returns to
the Monitoring state.

In the Waiting-for-acknowledgment state, the node expects
an acknowledgment from the receiver. After the reception
of an acknowledgment or the expiration of a timer in the
Waiting-for-acknowledgment state, the node goes back to the
Monitoring state. If the node receives no acknowledgment for
its packet, it will retransmit the packet.

The state transition diagram for a receiver is shown in Fig.
4. As shown in the figure, a receiver may be in one of its five
states, which are Monitoring, Determining, Handshaking, Re-
ceiving, and Acknowledging. After a node detects an incoming
frame, it goes to the Determining state.
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Fig. 3. Sender State Transition Diagram
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Fig. 4. Receiver State Transition Diagram

In the Determining state, the node checks the MAC header
of the incoming frame to determine if the frame is addressed
to it. If the frame is addressed to it, the node enters the
Handshaking state, in which the node continues to receive
the frame and starts to relay the pulses in the control channel.
However, if the frame is not addressed to the node, the node
goes back to the Monitoring state.

In Handshaking, the node starts to transmit a CTS pulse as
soon as the pulse in the control channel enters its pause phase.
After finishing sending the CTS pulse, the node transits to the
Receiving state. However, if no pulse pause is detected, the
node returns to the Monitoring state after the sender abortsits
transmission due to the absence of a CTS pulse.

In the Receiving state, if the node receives the frame
without errors, it enters the Acknowledging state, in whichthe
node sends back an acknowledgment for the received packet.
Otherwise, the receiver transits to the Monitoring state.

After finishing transmitting the acknowledgment frame in
the Acknowledging state, the node stops relaying pulses in
the control channel and returns to the Monitoring state.

D. Collision Avoidance and Detection

A fundamental task of a MAC protocol is to avoid collisions.
Major sources of collisions in wireless networks are hidden
terminals. With virtual carrier sense, a receiver uses a CTS
frame to reserve the medium (i.e., to deal with the hidden
terminals) and meanwhile notify the sender of a clear channel.
“Busy tone” is another technique used by some existing
protocols [2], [9] to address the hidden terminal problem.

Although busy tone is usually more effective in dealing with
hidden terminals, it does not carry any address information.
Therefore, if two senders try to initiate transmissions at the
same time, the sender with an unready receiver may still hear
the busy tone sent by the ready receiver of the other sender.
In such a case, one of the senders will cause a collision at its
intended receiver.

The proposed protocol employs CTS pulses of random
lengths to address the false clear-channel notification problem
of the busy tone technique. When a sender sends out a data
packet, it includes a random integer number in the frame
header. After the receiver receives the header of the frame,it
sends back a CTS pulse of a length determined by the integer
in the header. Only if a sender detects a CTS pulse of the
expected length, does the sender continue to transmit.

However, no contention-based MAC protocol can com-
pletely avoid collisions. With physical carrier sense, twonodes

in random backoff may draw similar delays. With virtual
carrier sense, control frames may be lost to neighbors. In
addition, busy tone may give false clear-channel notification
to a sender. All these are sources of packet collisions.

The proposed protocol employs pulses of random-length
pauses to detect current or potential packet collisions in wire-
less packet networks. When two nodes draw similar backoff
delays, they may be unaware of each other and simultaneously
start transmitting signals. If neither receiver of the two senders
can correctly read their packets due to collisions, neitherof
them will send back a CTS pulse. In such a case, both senders
will abort their transmissions and the collision is resolved. If
only one of the two receivers can correctly read its packet,
the sender of the other receiver will, in general, abort its
transmission due to the absence of a legitimate CTS pulse.
The collision is therefore also resolved.

Another case is that both senders may receive a legitimate
CTS pulse if both of their receivers can correctly read their
frames. However, one of the senders still needs to withdraw in
such a case. An example is shown in Fig. 5. In this example,
both sendersB and C may receive a legitimate CTS pulse
from their receiversA andD, respectively, even if they start
transmitting their packets at the same time. However, if node
B has a shorter packet, then nodeA will start transmitting
its acknowledgment when nodeC is still transmitting its data
packet to nodeD. A collision may therefore occur at nodeB.
Similarly, if nodeC has a shorter packet, then a collision may
occur at nodeC. Therefore, one of them needs to withdraw
if nodesB andC start to transmit at the same time.

With the proposed MAC protocol, the random-length pauses
in the pulses of nodeB and nodeC are able to resolve the
potential collision. With pauses of random lengths, the pulses
of nodesB andC will desynchronize with each other in their
active phases as they pass on. After the desynchronization,
one sender, such asB, will detect the other and then abort its
transmission.

III. PROTOCOLEVALUATION

The proposed MAC protocol is named “PulseAcc” due to
the essential roles that pulses play in the protocol. This section
presents the evaluation results for PulseAcc. The evaluation
has been conducted with extensive simulations using ns-2 [14].

A. Simulation Configuration Details

The PulseAcc protocol implemented in our simulations
takes the following parameters for its pulses. The active phase
of a pulse has a length of 50µs, while the size of the CTS
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Fig. 5. SendersB and C may transmit at the same time without causing
collisions. However, one of them still needs to withdraw to avoid a potential
future collision that involves their receivers’ acknowledgment packets.

window is 150µs. Additionally, the residual pause of a pulse
is randomly drawn from a window of 50µs. The length of a
CTS pulse in the implemented PulseAcc protocol is randomly
drawn in the set of 20, 40, 60, 80, and 100µs.

We have also compared the proposed protocol with two
other existing protocols in our evaluations. One is the IEEE
802.11 DCF, which only uses in-band control frames. The
other is the RI-BTMA protocol [9], which, like PulseAcc, uses
a single control channel. RI-BTMA employs a single busy tone
for a receiver to deliver clear-channel information and reserve
medium.

In the RI-BTMA protocol implemented in our simulations,
data packets are acknowledged and retransmitted when lost,as
in the other two protocols. In addition, an initiating sender in
RI-BTMA also generates single tone signals when receiving
the acknowledgment packet, which is to suppress the hidden
terminals of its receiver.

Another important detail of our simulations is that we have
used “blank” broadcast packets of small intervals to simulate
pulses and tones in the control channel. “Blank” means that
these packets do not carry address or other information. When
a node receives a blank packet at the right power level (i.e.,
above the carrier sense threshold) in the control channel, it
detects a pulse or tone signal, while the length of a pulse signal
is “measured” as the time duration in which blank packets
continuously flow in.

In our simulations, the ad hoc network has 50 nodes in an
area of 500 by 500 square meters. The link rate is 2 Mb/s. For
RI-BTMA and PulseAcc, the control channel takes the same
power level as that of the data channel, which is 0.025 watts.
This power level gives each node a carrier-sense range of about
300 meters with the default power threshold settings of ns-
2. There are a maximum number of 25 randomly-initialized
CBR background flows in the ad hoc network. In addition,
the routing protocol in our simulations is the Dynamic Source
Routing protocol (DSR).

B. Simulation Results

We first examined how these MAC protocols performed as
the traffic load varied in the network and nodes were stationary.
In a series of simulations, the packet intervals of background
traffic varied from 1.0 to 0.0625s with a decrease factor of
0.5 and the packet size was 512 bytes. A test flow, however,
kept its packet interval constant at 0.25s to monitor the actual
throughput that it could obtain in each case of network load.
Fig. 6 shows the percentage of the packets of the test flow that
are successfully received by the flow receiver as network load
varies (for easy reading, we convert packet intervals to flow
rates, which determine the network load).

The three protocols have similar performance when the
network load is light, as shown in Fig. 6. In particular, when
the packet interval of the background traffic is 1.0 or 0.5s, the
flow throughput is almost one hundred percent with all the
three protocols. However, when the packet interval decreases

to 0.25s, IEEE 802.11 DCF shows a deep throughput decrease
to about20%. In the same case, the throughput of RI-BTMA
decreases to about75%, while PulseAcc keeps its throughput
almost at100%. Similar one-step deep decrease happens to
RI-BTMA and PulseAcc when the packet interval further goes
down to 0.125s, as shown in Fig. 6. After the deep decrease,
each protocol shows relatively flat changes.

The simulation results are shown in Fig. 7 for the case
in which nodes take random waypoint movement and have a
minimum and a maximum speed of 1 and 10m/s, respectively
(the average pause time is 0.5s). Node movement, in general,
may cause difficulties to both medium access control and
routing in a network and thus decreases network throughput.
However, node movement may also increases the throughput
of a network. For example, node movement may create new
paths or connects broken paths in a network. In addition,
node movement may alleviate the medium contention at a hot
spot in a network. The finally demonstrated impact of node
movement on a network is determined by the interactions of all
these factors in the whole network. As shown in Fig. 7, after
nodes become mobile, all the three protocols show enhanced
throughput at the higher end of network load but lowered
throughput at the lower end. The gaps between PulseAcc and
RI-BTMA, however, increase in almost all the cases, as shown
by Fig. 6 and Fig. 7.

The flow throughput has relatively flat changes after the
network load reaches a specific level, as shown in Figs. 6 and
7. These flat changes appear when the network has already had
saturation traffic, which is indicated by the low throughput
shown in the figures. In a network already saturated with
traffic, the number of packets served by the medium in a time
unit does not change much as the traffic load further increases;
the excessive packets are mostly dropped by the link queues
of the flow initiators. In such a case, the actual bandwidth that
a flow obtains in the network does not change dramatically.

The simulation results are shown in Fig. 8 for the case in
which the maximum node speed is increased to 20m/s in our
network. In this case, the flow throughput decreases whatever
the network load is. As shown in Fig. 8, the throughput
decreases significantly as compared to that in the preceding
case of a maximum node speed of 10m/s. This decrease
is particularly true for IEEE 802.11 DCF and RI-BTMA,
whose throughput, on average, drops almost by half. PulseAcc,
however, shows slighter drops on average.

One type of control overhead for the IEEE 802.11 DCF
is the exchange of control frames such as RTS and CTS
frames. A bigger packet size has the possibility of reducing
such overhead for the IEEE 802.11 DCF due to the reduced
number of packets for delivering the same amount of data.
However, bigger packets cause heavier medium waste when
collisions happen. The simulation results are shown in Fig.9
for the case of a maximum node speed of 10 m/s but the
packet size is increased to 1024 bytes (the amount of data
delivered in the network is kept the same). As shown in the
figure, the performance gains of the proposed protocol do not
change significantly in this case of bigger packets.

The above results are conformed to by the number of
collisions detected by PulseAcc in the whole network. As
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shown in Fig. 10, the number of detected collisions in the case
of a maximum node speed of 10m/s is consistently lower
than that in the case of a maximum node speed of 20m/s.
As shown in Fig. 7 and Fig. 8, the flow throughput in the
10m/s case is consistently higher than that in the 20m/s
case. A higher number of collisions in a network indicates
severer medium contention in the network, which decreases
the medium utilization and hence network throughput.

Also shown in Fig. 10 is that as network load goes from
low to high, the number of detected collisions in the case of
stationary nodes is first lower and then higher than those in the
other two mobile-node cases. As shown in Figs. 6, 7, and 8,
the flow throughput in the stationary-node case is first higher
and then lower than that in the other two cases. The results
shown in Fig. 10 therefore also conform to the results shown
in Fig. 6.

The number of collisions detected in the network is also
shown in Fig. 11 for the case in which the packet size increases
to 1024 bytes. As shown in the figure, the number of collisions
detected in the network is greatly reduced in the case of bigger
packets, which is what we expect because the number of
packets used to deliver the same amount of data halves in
such a case.

IV. SUMMARY

This paper presents a new MAC protocol that effectively
and efficiently detects collisions in a fully distributed way in
wireless networks. The basic approach is to use out-of-band
pulses of random-length pauses. The active phases of pulses
signal a busy data channel, while the random-length pauses
enable two or more transmitting nodes to detect each other and
thus resolve current or potential collisions. Our comprehensive
simulation results have shown that the proposed MAC protocol
has the capability to significantly improve the throughput of
wireless packet networks.
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