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Abstract— Underwater acoustic sensor networks face unique control (MAC) protocol to facilitate the sink-to-sensorasl|
challenges in the design and development of communication and as the sensor-to-sink communications is also proposed.
network protocols, because of the inherently different characar- The rest of the paper is organized as follows. Section II

istics of water as a medium for signal propagation. In the mobile - . .
sink architecture, a mobile sink that traverses the network to describes the related work. Section Il describes the syste

transfer non delay-sensitive data from the sensors directly and architecture, superposition coding performance and MAE pr
avoid multi-hop transmissions. An area partitioning algorithm  tocol of the UW-ASN system. Validating simulation resulte a

is proposed in this paper to divide the network in regions to presented in Section V. Section V concludes our paper.
minimize the traveling distance of the sink and the formation of

clusters that maximize the throughput. A transmission mecha- Il. RELATED WORK
nism based on superposition coding is developed to increase the UW-ASNSs represent a powerful technology with the poten-
throughput of doyvnlink control messages to the sensors. Finally, tial for enabling many aquatic applications and has atwct
a MAC protocol is de\(?'?ﬁiig’;jg:tlage,\l the transmissions. great attention from the'networking r.es'earch communityén t

. recent past. At the physical layer, existing work has shdvan t

U_n_derwater Acoustic Sensorl Netwo_r ks. (UW'ASNS) aoth electromagnetic and optical signals experience afaigh

env!S|oned to perform col_laborat!ve monitoring tasks ieat of absorption and optical signals have the added disadyanta
settings because of their relative ease of deployment Scattering by suspended particles and high ambient ight

.thf abien_ce of cablbes. U]}N'A.I?Q;NS have atftracted qon5|dert Gllow depths [4]. The channel characteristics and cgpaci
interests in a number of military scenarios, environmentgt .\ i signals have been investigated.

monitoring, assisted navigation and disaster preventln [ The MAC protocols in UW-ASN are still remained a

While extensive literature exists on wireless sensors n?zﬁ’rgely open problem. The slotted floor acquisition muipl

works, a nqmber of factors specific to underwater enviro ccess (FAMA) [5] uses carrier sensing and a handshaking
ments requires the development of separate technology

: - ; Echanism for channel access. However, the synchromizatio
UW-ASNs. First, the transmission medium of UW'ASN%ifficulties degrade the performance of slotted FAMA and the

have different propagation chara_cteristics due to the U0, andshake process incurs a large overhead due to the large
properties of un_derwater aCOU.St'C _channels [2]. Und?mNatp?ropagation delay. A delay tolerant MAC protocol that agoid
channels are typically severely impaired. Second, the Fatgh

f ab i f elect i d optical sianals i tcoIIisions by appropriately scheduling the activity of sers is
ot absorption ot electromagnetic and optical signals inewa roposed [6]. However, the protocol does not provide a flexib
makes acoustic signaling the primary form of communicatio

) q ‘ . ts 141 Th tion del lution for applications with heterogeneous requirement
N underwater environments [4]. 'he propagation defay Qo \ac protocol proposed in [7] uses transmit, listen and
acoustic sensor nodes is much higher than terrestrial sen

. . : ) e §18ep cycles to improve energy efficiency and can be used
nodes. Finally, the available bandwidth is severely I||uh|tefor delay tolerant applications. However, the protocol tuas

Idn alcoust|ctsencsjor netwc;]rks [1|]' Thz.tl.ow biand(;/w?th, Slparﬁ%oughput and the collision probability increases dracadly
eployment and ‘poor channel conditions l€ad 10 a 'ardgh e, the number of nodes increases. In the R-MAC protocol

power consumpt_lon_ on transmissions in UW.'ASNS ?‘r_‘d thl['&, the transmissions of control and data packets need to be
multi-hop transmissions are not always attractive. Addiilly, scheduled to avoid collision

avoiding collisions during channel access is important but
incurs overhead due to the large propagation delays. I1l. SYSTEM ARCHITECTURE

The architecture based on the use of a mobile sink that mayin this section, we assume underwater sensors with limited
traverse the entire network, and collecting informatiareclly battery capacity are deployed for long-term monitoring of a
from the sensors thereby avoiding multi-hop communicatiomegion and are equipped with a single acoustic communitatio
are attracted great interests. Area partitioning and plathiny  device. Also, we assume a 3D architecture [1] with sensors
are proposed to divide a given network into appropriateoregyi capable of adjusting their depth or position. In this amtt
with the objective of minimizing the travel time of the sinkda ture, the sink traverses on the surface of the sensed area in
form clusters that maximize the rate at which messages mayler to exchange data and control information directlyhwit
be delivered to the sensors. In order to reduce the tranemisghe sensors by using single-hop transmissions. The surface
time of control messages or other cooperation data from thimk may act as the control station or may relay the data to
sink to the sensors, a transmission mechanism based ondheon-shore station. The movement of the sink is exploited
use of superposition coding is proposed. A medium access achieve two objectives: (1) increase the throughput by



facilitating transmissions by using superposition codiram the difference in the distance between the sink and the senso
the optimal position and (2) reduce the energy consumptionlfthe distance from the sink to sensois denoted byi;, and
the sensors by eliminating the need for packet forwardihg.the distances are assumed to satigfy> ds > --- > d,,, the

is assumed that the sink is aware of the position of the senspraximum rate that can be achieved at serswith arbitrarily
using acoustic positioning techniques such as those in [9].low error rates is given by [11]

The system consists of two components: (1) area partition-

. ) ; N P;h(d;)
ing and motion planning component that divide the network ri=Wlog, [ 14+ =5 (1)
in a way that minimizes the travel time of the sink as well Zj:i-H P;ih(d;) + No

as the time required for transferring the data from ead¥hereW is the available bandwidttP; is the power allocated
region; (2) a MAC protocol that schedules collision freeadathe transmission to senser (d;) is the channel gain as a
transmissions from the sensors and uses a superpositiorgcodunction of the distancel; and Ny is the expected ambient

based downlink to minimize the transmission times. noise. The sink superimposes— 1 additional messages on
a basic message destined for sensofSensorl decodes its
A. Superposition Coding and Rate Allocation packet treating the superimposed additional layers asfénte

In UW-ASNSs, reduction in the transmission times of eveAnce. Sensa first decodes the basic layer, re-encodes it, and
small packets can lead to a significant improvement in tisbtracts it from the original signal, then decodes remgini
throughput. With a mobile sink whose movement is ngtignal treating the other superimposed- 2 additional layers
restricted by energy constraints, we propose the use of-sugs interference. Similarly, senseffirst decodes the basic layer
position coding for downlink transmission of command andnd n — 1 additional layers, re-encodes them, and subtracts
control packets to improve the system performance. them from the original signal. It then decodes the remaining

Superposition coding involves the simultaneous transmigignal. The sink splits the available transmission pouer
sion of messages over the same bandwidth to multiple @®mong all the sensors. The power constraint condition is
ceivers with different channel conditions, using two or morthen given byP > P* = P + P, + .. + P,. The
modulation and coding schemes [10]. Consider a scenario wihannel gainsh(d;) are dependent on the attenuation and
one sender and two receivers with the closer receiver (iaksorption characteristics of the signal as a function ef th
with the better channel condition) designated the secgnd&arrier frequency and the spreading factér The attenuation
receiver. With superposition coding, in addition to seqndin coefficienta(f) in dB/km [3] is given by
message to a primary receiver, the transmitter superinspanse 0.11f2 4412
additional message destined to a secondary receiver orftop @(f) = AT i 2.75 x 1071 % +0.03 (2)
the message destined for the primary receiver. The availablith f in kHz (f = 25kHz in practical systems). The channel
transmission power is split between these two transmissiogain of pathi is
The transmitter then modulates and encodes the two packets 1
se ; h(d;) = — % (3

parately at the desired rates and the modulated symbols d;*adi
are scaled according to the desired power split. The primary= 1.5 in typical practical systems. Once the sink determines
receiver decodes its packet while treating the superinghodée lengths of the messages that it needs to send to a given
signal as interference. The secondary receiver first deco@et of sensors, it needs to find the optimal position from
the primary packet, then re-encodes the packet, and thghere to transmit and allocate proportional rates. For any
subtracts it from the original received signal. It then di=s point on the water surfacé:*,y*,0) and sensor nodg the
the remaining signal to obtain the secondary transmission.channel gain function is given bly;(z*,y*). Without loss of

In the proposed scheme, the sink uses superposition co@egerality, let the distance of sengdrom the sinkd; (z*, y*),
transmissions to simultaneously transmit the control mgss satisfy d,, (2", y*) < dn—1(z*,y") < --- < di(z",y"). Since
to the sensors. In order to maximize the throughput, the sike channel gain is a monotonically decreasing function of
positions itself so that the rate assignments to the tramsnihe distance, we have, (z*,y*) > hy—1(2*,y*) > -+ >
sions to different sensors are made appropriately. Conside(z*,y*) Select an arbitrary set of transmission rates that
a scenario where the sink wants to transmit messages t@'€ proportional to the message lengths
sensors. The length of the message for sens®denoted by gL _T2_ T 4)
L; and the length may be different for different sensors. Since " Ly Ly T L,
the total transmission time is decided by the last node fingsh From Eqns. (1) and (4), the transmission rates to the sensor
reception, the minimum time to complete the transmission oén be written as
messages of lengthq, Lo,--- , L, to n sensors is achieved Pihi(z*,y%)
when the allocated downlink rates are proportional to the = W log, <1+ n Ph — N ) = L;K;
message lengths, and results the same amount of tranamissio Zi:i“ jhi(2*,y7) + No
time at each node. Egn. (5) can now be solved recursively to obtain fein

A fundamental requirement for the feasibility of superposierms ofz*, y* and K, starting with P,,. This solution is
tion coding is that the channel gain to each receiver shoald b

) . . i . k% *\ L;K! _
different. If the ambient noise, multipath and scatteriffgats P2, y* KY) = (2 1) x
are assumed to follow the same statistical distributionaahe (No+ 2 5_iy1 Pi(a™, v, K?f)hi(x*,y*))(ﬁ)
sensor, the difference in the channel gain is primarily due t hi(z*, y*)




There may be multiple points on the water surface whefdgorithm 1 Minimum Travel Distance Partitioning
the sink can achieve proportional rates. To maximize theSTATE: k Data Collection Position Generation
transmission rate, the sink should select the location thatRandomly generaté points,C;, 1 < j < k, on the water
minimizes the transmission time. Equivalently, it shoudtest surface. .
the position that maximizes the ratig, subject to the power  while C; # C; do
constraint. To find its optimal position, the sink needs to C; =Cj
evaluate the maximun¥, possible over the entire region STATE: Associations
and then select the location with the highdst. We use a Associate each sensor to each closest collection point.
exhaustive search mechanism to evaluate every position and D; ; =|| n] — C; ||, V! € C;.
find out the optimal one. Since the real-time results are not if D; ; < rpq, then

required, the optimal position can be calculated off-line. Partition found; break.
end if
B. Path Planing STATE: Re-calculate Data Collection Points and Re-

Given the location of the sensors, the total time spent in the assign Sensors
exchange of messages can be minimized by planning the path Find C; that minimizeSmaxn_;_;ECj | —Cy .
that the sink follows. The path planning is also influenced by ¢ ~ _ & v . ' ;
the partitioning of the network that may be done to faciitat " ﬁi) paCrYtJitZ)Jr; ?onljjng.l Jbrz;kn.l o for anys then
the downlink transmissions using superposition codingesin end if '
it is sufficient for the sink to visit a point in each partition  onq while
This section describes the network partitioning algoritten  g7ATE: position Adjustment
minimum the traveling distance or maximum the throughput. ggve the Eqn. (6) for each partition to obtain the optimal
Once the network has been partitioned, the sink has to saver position to achieve the mak, for the sink in each partition.
through each partition to exchange messages with all sensor
The problem of determining the shortest path is equivalent t

the well known traveling salesman problem. “Maximum Throughput Partitioning: The algorithm to partition

In large networks, the time spent by the sink on traversifge network so as to maximize the downlink throughput is
the network may dominate the time spent on the exchangespiown in Algorithm 2. First, a distance matiX;; correspond-
messages. In these scenarios, the network partitioninglidhang to the distance between each pair of nodes is generated.
focus on reducing the distance the sink has to travel. Irelargpg throughput of each sensarT;, is then calculated as-
networks or in the scenario that the achievable data rates 8liming the sink is vertically above the sensor. Initialli}, a
very low, an algorithm that partitions the network so as ansors are assigned to the same partition. Next, the sensor
maximize the throughput is desirable. This section deesribpair with the minimum distance;; is picked. The throughput
two algorithms specific to the two scenarios described aboygih superposition coding to these nodes is then calculated
We consider a network withV' sensors and the location ofang compared against the overall throughput when nodes are
sensor: is denoted by;. transmitted to sequentially. If the superposition thrqugh
Minimum Travel Distance Partitioning: The algorithm to s |ower, the node with the higher individual throughput is
partition the network in order to minimize the sink's travebssigned to its own partition and its entries are removeuh fro
distance is shown in Algorithm 1. The algorithm partitioh8 t the distance matrix. If the superposition throughput ishhig
network into k& regions, if feasible, under the constraint thaie two nodes are put in the same partition. The sensor tloses
in each partition, the distance from the sink’s data calbect t; these two is then picked and the superposition througbfput
position to the underwater sensor nodes should be lesstiBanhe new group is compared to their sequential throughpu. Th
communication range,... As described later, this algorithmprocess of adding new nodes continues while the throughput
is used in conjunction with the path planning algorithm tg; higher. Once a new addition fails to improve the throughpu
determine the partition size, 1 < k < N, that results in the tne entries in the distance matrix corresponding to theipusv
shortest travel distance for the sink. sensors are removed and the whole process is repeateiigstart

The algorithm initially randomly selects points on the jith the next pair with the shortest distance. In each pantjt
water surface. These points represent possible positiot®0 the distance from the data collection point to the sensors

sink in each partition. Each sensor is assigned to the partit should be less than the communication range, .
that has the closest sink position. Once all sensors have bee

assigned, the sink’s position in each partition is recafimd C. MAC Protocol

so that it is closest to centroid while being confined to the As the sink moves to each partition, a centralized MAC
water surface. The assignment and recalculation of the simtotocol is used to schedule the transmissions from theosgns
positioning steps are repeated until there is no furthengka in that partition. The centralized approach eliminatefisiohs

in the sink’s position. If a sensor exists for which the digta and also reduces the synchronization requirements among
to all sink positions is greater than,,.., the partitioning the sensors. In each partition, the sink first moves to the
is declared infeasible. Once the partitioning is done, thaptimal position that maximizes the downlink throughput.
algorithm then finds the optimal position inside each partit While the sum of the downlink and uplink throughputs may be
that maximizes the downlink throughput. maximized if the sink moved over each sensor individualg, t




Algorithm 2 Maximum Throughput Partitioning calculated as follows. The propagation delay to all serisor

Initialize: number of partitionsV, = 1; iteration sizen = T4, is first arranged in an increasing order with ties broken

N; setpartition(i) = 1, Vi randomly. Without loss of generality, let the delays be such

Generaten x n distance matrix\M/p and calculatd’;. that Tdy > Tdy > --- > Td,,. ThusTd,,.. = Td; and

while n > 0 do Td,..n = Td,. The sensori is assigned to transmit the
Find the minimum distance valug; in the matrix. ACK according to the sequen@&i,, .. — T'd; seconds after it
I'new =Torp = max (I';,T';). receives the message to ensure non-interference at thersens
k = argmax (T';,T';); partition(k) = N, with the longest delay. Each subsequent sensor is assigned t
while Tnvgw > Torp and d;; < dmae, and 3 point transmit its ACK Tucx seconds after the end of the ACK
p € (x,y,0) such thatd,,, d;p, < rpmqe, do transmission from the previous sensor whétg-y is the

CalculateT'orp as the sequential throughput©énd time taken to transmit an ACK. In order to avoid collision
j andT',,.,, as the maximum superposition throughpuét the sink, the sensor with the minimum transmission delay

if Tnyew > Torp then replies first, and the sensor with the maximum delay replies
partition(j) = No,; n=n—1 the last. For example, in Figure 1, sensor 2 has shorter delay
Delete entries in\/p corresponding to sensgr then after polling from the sink, the ACK reply schedule is
Find mine 1,5,y di15 j = argminge(y ) di sensor 2 first, then sensor 1 replies ACK. The sensor 2 waits
end if Tdax—Tds, then replies ACK; The sensor 1 waits ¢ of
end while sensor 2 according to the schedule, then replies its own ACK.
Delete entries inV/p corresponding to senser In this figure, we have shown the time between the sensor
Ne=N.+1,n=n-1 receives previous packet and sends out new packet, however
end while the time is quite small compared to the transmission delay,
STATE: Position Adjustment and we can assume it as 0.

Solve the Eqn. (6) for each partition to obtain the optimal We assume that the transmission time of each pdils,
position to achieve the mak.,. for the sink in each partition. seconds and that of the data from sensds 7}, seconds.
Since proportional rates are assigned to all sensors, riee ti
spent on sending the control messadesyr, is the same for
increase in the travel distance would negate the benefitseof il sensors. Each sensor sends its ACK only after the prsviou
improvement in the throughput. An example of the proposeghnsmission is completed. Thus the total transmissior isn
MAC protocol with two sensors is shown in Figure 1. After

the sink moves to the data collection position, it polls each 7., = 2ZTdi +nTpor, + ZTL‘ +TorT

sensor sequentially. A sensor with data to transmit does so i—1 i—1

immediately after it is polled and in the absence of datagsen +nTack + 2 max {Td;} )
1<i<n

a small packet to just acknowledge the receipt of the pokrrh
the sink estimates the propagation delay for each sensedbaghe total energy spent by the sink on the transmissions stsnsi
on the measurement of the round trip time. A sensor may béthe energy spent on the polls and the energy spent on the
re-polled immediately if its data is not received correcfliso, downlink transmissions. Denoting the length of the control
if no response is obtained in response to a poll, the sink manessage for senserby L;, the energy consumption is

repeat polls subject to limit number of retransmissions.

n n n
B = ZPTPOL+Z Pt = nPrTPOL‘FZE (®)
Palll Datal Poll2 Data2 Data ':ACKl ACE2 i=1 =1 i=1
ik VT m oTe P Note that sleep-wake cycles can also be easily incorporated
8 — : into the MAC protocol.
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IV. SIMULATION RESULTS
In this section, we present simulation results to evaluae t
A performance of the proposed system and compare it with other
wirh schemes. The simulations were conducted using Matlab and
ﬁ : the device parameters used correspond to the acousticedevic
-t manufactured by LinkQuest [12]. The maximum transmission
' Ty’ range is 2km with rate 9600bits/sec, and the bandwidth is
2kHz. The maximum transmitting power is 2 Watts.
To compare the performance of the two partitioning mecha-
nisms, we consider a 20ka20km x 2km region with varying
Fig. 1. Example operation of the proposed MAC protocol number of nodes. Figures 2 and 3 show the total distance
After the uplink transmissions, the sink transmits the cotraveled by the sink and its average throughput in each
trol messages to the sensors. These transmissions are dmarétion as a function of the number of nodes. The minimum
simultaneously, using superposition coding. The messsg@s distance partitioning leads to a lower travel distance avttie
by the sink also contain the schedule according to whichaximum throughput algorithm leads to higher throughputs.
the sensors send back their ACK packets. The scheduleThse partitioning algorithm may be selected based on thedspee

|:| Data Packet D Control Packet



of the sink, the amount of data generated by the sensorswath the 1024 bytes long data packets used in the simulations
well as the maximum transmission power of the devices. the propagation delays dominate over the transmission time
Figure 5 compares the energy consumed by the sink as

a function of the number of sensors, and the transmission
—— max throughput ‘ ‘ power is 2 Watts. As the number of sensors in the partition
—*—min distance 3 increases, for a given available transmission power, tlgepo
available at the sink per node decreases. Consequently, the
per node achievable rates with superposition coding dserea
This decreases the transmission rates and thereby inogeasi
the transmission time and the total energy consumed.
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V. CONCLUSIONS

This paper proposed a path planing and MAC protocol
for mobile sink architecture in UW-ASN. The architecture is

Transmission throughput(bits/sec)

—+—min distance .. . - i g
% max throughput | based on exploiting a sink that facilitates superpositioding
1 ‘ ‘ ‘ ‘ based downlink transmissions to improve the throughput Tw
50 100 Numt};o of Sensi?%odes 250 300 network partitioning algorithms are proposed to partittbe
network for planning the sink’s path and can be used to either
Fig. 3. Average sink throughput in each partition. minimize the travel distance or maximize the throughput.

To facilitate the superposition coding based transmissian
centralized polling based MAC protocol is proposed.

IN
o

—+— Polling Based MAC
[| —— Slotted FAMA MAC
—e— New MAC Simulation
—<&— New MAC Analysis

REFERENCES

w
a

[1] 1. Akyildiz, D. Pompili and T. Melodia, “State of the art iprotocol re-
search in underwater acoustic sensor netwo®&M Mobile Computing
Communications Review, vol. 11, no. 4, pp. 11-22, October 2007.

[2] W. Burdic, Underwater Acoustic Systems Analysis, Prentice Hall, 1984.

[3] M. Stojanovic, “On the relationship between capacityl alistance in an
underwater acoustic communication chann@&CM Mobile Computing
Communications Review, vol. 11, no. 4, pp. 34-43, October 2007.

[4] J. Preisig, “Acoustic Propagation Considerations farderwater Com-
munications Network DevelopmentCM Mobile Computing Communi-
cations Review, vol. 11, no. 4, pp. 2-10, October 2007.

‘ ‘ ‘ [5] M. Molins and M. Stojanovic, “Slotted FAMA: A MAC Protoddor Un-

2Number of S3ensor o des“ 5 derwater Acoustic NetworksProceedings of IEEE Oceans Conference,

Singapore 2006.
) o » . [6] X. Guo, M. Frater and M. Ryan, “A propagation delay toleraollision

Fig. 4. Total transmission time per partition with differentA protocols. avoidance protocol for underwater acoustic networl@pceedings of

The transmission time for the exchange of messages be-IEEE OCEANS, Sep. 2006.
tween the sensors and the sink in a partition for various MA@ V. Rodoplu and M. Park, *An Energy Efficient MAC ProtocairfUnder-

rotocols is shown in Figure 4. The analvsis and simulation water Wireless Acoustic NetworksProceeding of MTSIEEE OCEANS
P 9 - y 2005, 2005.

results for the proposed MAC protocol are compared wifB] P. Xie and J.-H. Cui, “R-MAC: An Energy-Efficient MAC Protol for

the slotted FAMA and polling based MAC protocols. Theg] \L;”Céer:ngef ?‘ezﬁm N\f\;wgfkfoieefgﬂg °“E§EHWAESA' %807-.6 i
. . . . andrasheknar, . ean, Y. 00 an . e, ocaonain

delay for slotted FAMA delay 'r_](_:reases more rapldl_y_wnh th[e underwater sensor networks: survey and challengresceedings of ACM

number of sensors in the partition because of collision® Th WUWNet, Sep. 2006.

improvement in the performance with the proposed scherfd8l T. Cover, “Broadcast Channels/EEE Transactions on Information

d to traditi | Il b d h is d Theory, vol. 18, no. 1, pp. 2-14, January 1972.
as compared to traditional polling based schemes IS du€ {9} p gergmans and T. Cover, “Cooperative BroadcastiHEEE Transac-
the use of superposition coding and reduction in the number tions on Information Theory, vol. 20, pp. 317-324, 1974.

of steps necessary to complete each transmission. Also, el}@l http://ww.|inkquest.com

w
o

N
&)

2R
o

Time Spent in Each Group (sec)
o o S

(=)
[



