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Abstract— A large set of potential applications being designed of re-broadcasts and are aimed primarily at ad hoc networks
for Intelligent Transportation Systems (ITS) depend on the and vehicle-vehicle communications [1]. These papers do no
broadcasting of information and control packets by roadside address the problem considered in this paper. Finally,ewhil

infrastructure points to vehicles in their vicinity. This paper de divisi ltinlexi Iso b d f hicul
considers the transport capacity of broadcast schemes and code division mulliplexing may also be used Tor venhicular

evaluates and compares the transport capacity of strategies bad  COmmunications [3], [10], the dynamic reallocation of cede
on time-splitting, frequency-splitting and superposition coding. as vehicles move to different parts of the network introduce
A proportionally fair broadcast scheduling algorithm is then  additional overhead and is thus not considered in this paper
proposed and its performance compared against other scheduler The rest of the paper is organized as follows. Section I
compares the transport capacities of different transomssi
l. INTRODUCTION strategies. Section Il presents the proportionally faleziul-
ing algorithm. Finally, Section IV presents the simulation

In a typical ITS system application such as traffic advisrieresults while Section V presents the concluding remarks.
road condition information, local maps and restaurants, et

a roadside infrastructure point may want to deliver différe II. COMMUNICATION STRATEGIES

information to vehicles in different geographical locato _ ) _ o )
There is an inherent tradeoff between the rate of transamissi 1 NiS section considers three communication strategies and
and the distance till which they may be correctly decoded, §¥aluates them in terms of their transport capacity: time-
characterized by the well known Shannon’s channel codifglitting, frequency-splitting and superposition coditfghile
theorem [11]. Thus a key decision that the scheduler agedciath® Shannon capacity of these schemes is well known [2], this
with a broadcasting station has to make vehich region Paper considers the notion of transport capacity.

to broadcast to and at what rate, in order to maximize the )

throughput while maintaining fairness? This is the problem A. Transport Capacity

addressed in this paper. This section formally defines the notion of the transport
To address this problem, this paper uses the notion @pacity of a broadcast packet based on [5]. Consider a

transport capacity developed in [5] to determine the wtilitcommunication system with a transmission powetPofvatts

associated with a broadcast packet. Gupta and Kumar defiigere the transmitter and receiver are separated by a déstan

the transport capacity of a transmission as the product®f t§f ¢ meters. The channel bandwidth is assumed td/béiz

rate and the distance it traverses with multiple credit $eimtand the communication channel is subject to additive white

given for broadcast and multicast packets [5]. This papefaussian noise with power spectral density\af watts/Hz.

compares the transport capacity of broadcast schemes baseghnsmitted signal is assumed to decay according 16

on various transmission strategies. Finally, a propodiign with distance, wherer is the channel attenuation constant and

fair scheduling policy is proposed that strives to maximizgssumed to be > 2. All antenna and system parameters are

the transport capacity while maintaining fairness. assumed to be 1. Shannon’s theorem on channel capacity then
For a given bandwidth and transmission power, a typicstates that considering all coding schemes, the largesttat

broadcast strategy would be to either use the entire al@ilaht which the transmitter may send messages with arbitrarily

bandwidth to transmit to different regions over differeetip low bit error rates to the receiver is given by [11]

ods of time (time-splitting) or to split the available baridti pd-

into non-overlapping bands and transmit to different regisi- C = Wlog, (1 + ) 1)

multaneously over different bands (frequency-splitting)[7] WNo

the author proposes variations of centralized and dedmeila Since a broadcast packet conveys information targetedl to al

time-splitting mechanisms. Technologies based on botle timodes that receive it, the transport capacity associattdtine

and frequency-splitting for infrastructure to vehiculasnt transmission is a function of the transmission rate, thiadie

munications are considered in [8], [9]. Much of the existing traverses, as well as the number of nodes that receive the

literature on broadcast protocols for vehicular networks apacket. If the region around the transmitter where vehiclag

for the multi-hop case with the focus on reducing the numbeuccessfully receive the broadcast packet can be desdriped




a circular region with radiug,,,., the transport capacity of C1 and C2, respectively. Also, lek and 1 — ¢ denote the
the transmission is defined as fraction of available power devoted to transmissions a& rat
U = Cdmas)” @ C1 and C?2, respectively. For a receiver at a distantérom
max the sender transmitting with powe® and bandwidthoWW,
where~ is a parameter that can be selected to represent thé maximum achievable error free communication rate is
relationship between the transmission range and the number ePd—®
of vehicles. The parameter is boundedlby v < 2 since the C = oW log, (1 + 6WNO) (6)

road lengths and parking areas grow at least linearly wigh thrh . di il which — b
radius but not faster thafi,.q.)?2. e maximum distances till which transmissions at arhlgrar

Commercial wireless communication systems are built {8W error rates can then be repewed for the two modulation
transmit at one or more predefined rates. For example, d:evi@gd coding schemes is then given by
complying to the IEEE 802.11la standards may transmit at e P x
6, 9, 12, 18, 24, 36, 48 and 54 Mbps and employ different d; = [5-WN (2&-/5% — 1)}
modulation and coding schemes for different rates. Given ! °
that a transmitter needs to convey information to receivepdierei € {1,2} corresponding to transmissions at rate
at geographically diverse locations, different modutatand and C2 respectively andt, = €, e = 1 —¢, 6, = ¢ and
coding schemes may be used to select the rate and split dae= 1 — 9. The corresponding transport capacities are then
available power and bandwidth. To keep the discussion simpl

(1)

this section assumes that two modulation and coding schemes Uf® = (1 [ eclf/gw } (8)
are available to the infrastructure point transmitter espond- W No(2 -1 By

ing to rates ofC1 and C2. Without loss of generality, we FS  _ [ (1—-¢P }ﬂ ©)
assume thatC'l < C2. The transport capacity of the three 2 o (1 —§)WN,(202/A=W _ 1)

communication strategies are evaluated next. The parameterg and e can be varied independently in the

B. Time Splitting range|[0, 1] to obtain the entire range of achievable transport

. -~ . capacity points.
In the time-splitting strategy, the transmitter alterisabe- pactly p

tween transmitting at rates of’l and C2 and uses the p. SQuperposition Coding
entire spectrum and power for each rate. We denoter by
the fraction of time that the transmitter devotes to rate
while the remainingl — 7 is spent transmitting at rat€'2.
Let d; anddy denote the maximum distance till which erro
free transmissions may be received at ratesCafand C2,
respectively. From Eqgn. (1) we then have

With superposition coding, in addition to sending a message
to a primary receiver, the transmitter superimposes an-addi
IIional message destined to a secondary receiver on top of the
message destined for the primary receiver [4]. The avalabl
transmission power is split between these two transmission

The primary receiver decodes its packet while treating the
P a superimposed signal as interference. The secondary ezceiv
d; = |:WNO(201'/W _ 1)} 3)  decodes its packet using successive interference catmella
. _If the distances from the transmitter to the primary and
whered; and (i, i = 1,2 correspond to the two modulationge ondary receivers arg andd, respectively and a fraction

and coding schemes. Since a rate(of is achieved for a 5 ot the “power is spent on the primary transmission, the
fraction 7 of the time whileC?2 is achieved forl — 7, the achievable rates to the two receivers is given by

transport capacities that can be achieved by time-sgiisn

Pd{ ¢
p z C1 = Wlog, <1 + b L ) (10)
urs = rc1 4 (1—B)Pd;* +WN,
5 4) 1
W25 —1) (1L-B)Pdy"
p 1 Cy = Wlog, <1 + 2) (12)
TS _ _ WN,
U; = (1-7)C2 [WN (oW — 1)} (5)
° To ensure that the secondary receiver is able to decode the
andT may be varied in the intervd0, 1]. primary transmission whenever the primary receiver is able
. to, and also to ensure that the remaining signal after the
C. Frequency Splitting subtraction has a sufficiently high signal to noise rati@ th

With frequency-splitting, transmissions at both rates fp@y channel quality to the secondary receiver should be bétsar t
carried out simultaneously by splitting the available baidth that of the primary receiver. Thus vehicles in a nearer regio
into two non-overlapping bands. Additionally, the avaitab can operate as the secondary receivers while those in aregio
power may also be split between the two transmissions fiorther away may serve as primary receivers. Given that the
control the distance till which error free communicationaym infrastructure point can only transmit at ratéd and C2,
be made at either rate. Denote bynd1 — 4§, 0 < § < 1, the substitutingC; = C1 andCy = C2 in Egns. (10) and (11)
fraction of the bandwidth allocated to transmissions a¢ raand solving ford; andd., the maximum distances till which



superposition coding may be successfully employed are  Using the result above to ensure its feasibility, seleet

P (1 Pt 1 such that
d = { N3O ] (12) (1—g@" —1) 1
WN, (201/ _1)L 0= 5o oW 1) <1-0 < segw (19
ds { (1 — f/?f } : (13) The transport capacity associated with the transmissioratea
WN,(2 -1 C1 then satisfies

Note that Eqn. (12) !mplles that the power gl!ocated to thg [P (1— g)P2CW 2
secondary transmissions must be kept sufficiently small in¢ = (1 i
order to make superposition coding feasible. Specificétly, L WNo(2 -1 5
fraction of power allocated to secondary transmissionsiisho (p_ _1 (1 (20 ) pocL/w®
satisfy (1 — ) < zoiw to ensured; > 0. When this -~ 1 201w 8(291/°W —1)
condition is satisfied, the transport capacities assatiafiéh WN,(261/W —1)
the superposition coding based broadcast are then given by - 5
eP =
= C1 = urs (20)
sc — (1= p)yp20t/We SW N, (2C1/0W _ 1) !
U; = Cl[ WNL(2CUW 1 } (14) L Yo _ _ -
( ) . The transport capacity associated with the transmissioragea
o C2 satisfies
Us¢ = 2 ( ) 15
: [WNO(ZCQ/W ) )  a-pp F
o Us° = 2 ]
When(1-3) > QCI/W, only one set of transmissions is feasi- | WN,(262/W — 1)
ble and the achlevable transport capacity po{if§“, Us¢) [ (-0eYoy o, >
belong to the set0, U5¢). The paramete can be varied s> (9 | (=)W 1)
over the rangg0, 1] to obtain the entire range of achievable WN,(262/W — 1)
transport capacity points. - 5
_ 9 (1—¢)P “ _ oFS
E. Dominance Results for Superposition Coding (1 —0)WN,(202/(0=0)W _ 1) 2

This section shows that unlike Shannon capacity wheiext, consider the special case where= 0 and (1 —
superposition coding always dominates, when the transpoyt2¢2/ (=W _ 1) = 2C1/W(2C2/W _ 1) The transport
capacity is considered, frequency-splitting may domirmate capacities associated with frequency-splitting in thisecaan
perposition coding under certain scenarios. Conditiortsree be compared with the special case of superposition coding
mining these scenarios are also derived. We first start witthen1 — 3 = 5.

scenarios where superposition coding dominates. UFS _ o — yS°e 21)
Claim 1: If the fraction of bandwidthy allocated to trans- ! o - .
missions at rate”'1 under frequency-splitting satisfigs — UFs — 9 P “
§)(262/A=0W _ 1) > 2CL/W(2C2/W _ 1) for any trans- 2 (1 —0)WN,(202/(1-9W _ 1)
port capacity poin{U{®, U{"¥) achievable using frequency- 1-B)P 2
splitting, there exists a transport capacity poit®®, U5 = (2 { ( ) ] = U9 (22
' ’ WN,(262/W — 1) 2

achievable using superposition coding that dominatestitén
sense Finally, when§ = 1 and ¢ = 1, compare the associated
frequency-splitting transport capacities with the splecase

SC FS
ur- =20 (16)  of superposition coding whefi = 1. This gives,
Uy¢ > Uy® (17) » N
FS _ “ _ yrsc
whereU{s UFS UPC andUSC are given by Eqns. (8), (9), iy = Cl |:WNO(201/W _ 1)] = U~ (23)
(14) and (15) respectively. The inequalities are stricaliydied UFS _ o — psc (24)
2 - - 2

in all cases except when= 0 and(1—§)(262/0-9W _1) =

201/ W (2€2/W _ 1) or § = 1 ande = 1 when the expressionswhich completes the proof. ]

hold with an equality. The condition(1 — §)(202/(1=OW _ 1) > 9C1/W (902/W _

fre uF;rr?cc:)f Sﬁ:g:ﬁ]angstrsar;ﬁfertdcs pzc'%(gg'en;og%'eﬁﬁf bX which ensures the dominance of superposition coding
q y-Spiting P y € transport capacities is related to the fraction of the badthg

Cc2/(1-8)W C1/W (9C2/W _
(1-0)( —1)>2 (2 1). Now, that is allocated to transmissions at rété by the frequency-
(1—€)(202/W 1) (1—e)(2¢¥W—1)  1—€  splitting scheme. Consider the transport capacity asttia
(1—6)(2C2/(-HW _7) 9C1/W (202/W _1) — 201/W  with the superposition coding scenario whére 3 = oW
1 as given in Eqgns. (21) and (22). Simultaneous transmissions

< 9C1/W (18)  at both rates are possible gds increased beyond this point.



The condition(1 —§)(2€%/(1=0W _1) > 2C1/W (2C2/W _1)  given that regioni can receive transmissions at raid. We
ensures that even if all the available power is allocated ttenote byD? the farthest region, the whole of which can
transmissions at rat€'2, the available bandwidttil —6)W is  receive error free transmissions at réte given that regioni

not sufficient for the frequency-splitting transport cdfias can receive transmissions at raté. Similarly, the minimum

to dominate those of superposition coding. The followinffaction1— g of the available power that needs to be spent to
result shows the conditions under which frequency-spditti ensure error free communications to regiom; < d5***, can

dominates superposition coding. be obtained from Eqgn. (11) and is given by

Claim 2: If the fraction of bandwidthy allocated to trans- WN Tfa@cg/w ~1)
missions at rate”'1 under frequency-splitting satisfigd — 1-p8= 2t (28)
§)(202/ (=W _1) < 9C1/W (9C2/W “1) and1—8 > v, P

for any transport capacity poiit/C, U5 <) achievable using If 1— 8 < 5o, Simultaneous transmission at rate using
superposition coding, there exists a transport capacityt posuperposition coding is possible. We denote the farthggtme

(UFS UFS) that dominates it in the sense the whole of which can receive error free transmissionstat ra
rs sc C1, given that regiori is receiving transmissions at rai&, by
Ur> =2Up (25)  D!. D! can be obtained by substitutingjfrom the equation
Urs > uysc© (26) above in Egn. (12) and solving fat. We useD} = 0 and

D? = 0 if no superposition coding is possible.

The pseudo-code for the algorithm is shown in Algorithm
1. Depending on the primary regioif(n) selected by the
scheduler, it may not always be feasible to use superpositio
coding to simultaneously broadcast packets to anotheomegi
Such a situation arises when the power required to trangmit a
rate C2 is high enough to cause significant interference to the
transmissions at rat€1. As shown in Section II-D, this occurs

This section presents a proportionally fair algorithm fowhen (1 — ) > Qcﬁ In these situations it was shown that
scheduling broadcast packets. We consider a static infiast frequency multiplexing can lead to higher transport capegi
ture point that needs to broadcast packets generated by The scheduling algorithm developed in this section resorts
ITS to vehicles in its vicinity. In addition to maximizing ¢h a special case of frequency multiplexing when superpositio
throughput, we also aim to maintain fairness between tleeding is not feasible.
vehicles in different regions with respect to their thropgh

The region around an infrastructure point is divided ikto ] ) ) )
circular regions. The radius of theth region is denoted by; This section presents simulation resuIFs to compare the
with 71 < 7 < --- < r1.. Broadcast packets arrive for regiorP€rformance of the proposed scheduler with some other pos-
i at ratea;. We assume that the transmitter at the roadsigiilities. The simulations were done with a custom built
infrastructure point can transmit at two possible modatati Simulator written in C. To keep the results general, norzeali
and coding schemes corresponding to bit rate§bfand C'2 values were used for most parameters. The parameter values
with C'1 < C2. Given a maximum transmission powgr we Used wereW =1, N, =1 and P = 1. Results are reported
denote byd"** and dj** the maximum distance till which for two sets for transmissions rateés1 = 0.1, C2 = 0.5 and

transmissions at ra1 andC2, respectively, can be receivedC ! = 0-2, €2 = 0.5. The entire network is divided into ten
with arbitrarily low error rates. We assume that< d7'* to circular regions centered at the infrastructure point. fettkus
keep the problem practical and concern ourselves only with Of regioni satisfiesr; = ir,. The radius of the farthest
scenarios where the entire region of interest is coveredhey f€9ion equals the maximum distance till which transmission
transmissions. We denote ¥, R; € {C'1, 2} the highest at rateC'1 may be made with arbitrarily low error rates.
error free transmission rate that can be sustained in théewho FOr €valuating the throughput, the transmission time for a
of regioni by the infrastructure point. broadcast packet at ratél = 0.1 is assumed to be equal to
The scheduler needs to decide which region to transmit (ABE fime unit. The packet transmission times at other rates
next broadcast packet to and what rate to use. Let a broad@§Scaled with respect to this unit of time. For evaluating t
packet be transmitted to regianat rate C'1. The minimum falrpess, Jallns fa|.rness index is used [6]_‘ If th? thro“mf
fraction 3 of the available poweP that needs to be spent carl€9'°N* at time¢ is denoted byw;(t), Jain's faimess index

be obtained by substituting for d in Eqn. (10) and solving F(t) at timet is then given byF(t) = % which

whereU{S UFS USC andUSC are given by Eqns. (8), (9),
(14) and (15) respectively. The inequalities are stricaliisied
in all cases except when= 0 andé = 0 when the expressions
hold with an equality.

Proof: The proof is similar to that for Claim 1.

Il1. BROADCAST SCHEDULING ALGORITHM

IV. SIMULATION RESULTS

for 8. We then have attains the value of 1 only when the allocation is totallyr fai
—ay(9C1/W _ 1 (@1(t) = wa(t) = -+ = an(t)).
6= (WNo +Ppila22<12/W ) 27) Table | compares the performance of the proposed scheduler
T

with two others: (1) a scheduler that broadcasts messages to
Substituting this value gf in Egn. (13), we obtain the distancedifferent regions following a round robin policy and (2) a
till which error free transmissions at raté2 can be made scheduler that always selects the region which supports the



Algorithm 1 Proportionally fair scheduling algorithm. Scheme C1=01,C2=0.5
1: Initialize T;(0) to a constant value for all, » = 0 and Throughput| Fairness
evaluateR! and R? for all i Maximum Throughput 5.00 0.59
2: while (1) do Round Robin 1.92 0.99
3 pick the next regioni*(n) to transmit: i*(n) = Proportionally Fair 1.96 0.86

argmax;—1,... k %
if R,y = C1 then
if Df*(n) > 0 then

TABLE |
COMPARISON OFVARIOUS SCHEDULING POLICIES

6: pick the additional regiorj*(n) to transmit to: te C1=01,C2=0.5 C1=02,C2=0.5
j*(n) = arg max;_ .. p2. % Throughput| Fairness|| Throughput| Fairness
7: transmit one packet at ratél to region:*(n) and 10 5.30 0.80 5.50 0.92
22| packets to region*(n) at rateC2 100 5.40 0.79 5.58 0.91
8: update T;(n + 1) Ti(n + 1) = 500 5.90 0.76 5.90 0.83
1-1)T L = i*
i) T+, i=in) TABLE II
1-— % Ti(n) + % L%J 1= j*(n) EFFECT OFPARAMETERS OFPROPORTIONALLY FAIR SCHEDULING
1- % Ti(n) otherwise performance. This parameter controls the time horizon over
9: else which the scheduler maintains fairness. It can be observed
10: transmit one packet at ratél to regioni*(n) that ast. increases, the scheduler achieves lower fairness but
11: update T;(n + 1) Tin + 1) = higher throughput. The results reported here are agaim afte
1—L)Tin)+ L+ i=i*(n) 1000 rounds of the scheduler’s operation. The difference in
to )1 te . .
N . the performance in terms of both throughput and fairness,
1-5-)Ti(n) otherwise however, reduces as the scheduler runs for longer periods.
12: end if
13- else V. CONCLUSIONS
14: if DL, >0then This paper considers the problem of transmission of broad-
15: pick the additional regionj*(n) to transmit to: cast packets by roadside infrastructure points. The tahsp

j*(n) = argmax;_; . pi_ T-ng) capacity of a b_rogdcast pac!<et is _analyzed and compared
ir(n) -t for three transmission strategies. It is shown that frequen

16: transmitL%J packets at rat&€'2 to regioni*(n) o ; - o :
and one packet to regiojf (n) at rateC'1 splitting may dominate superposition coding in certain-sce
P giofT (n narios. Finally, a proportionally fair scheduler for tramtting
17 update Ti(n + 1) Ti(n + 1) ~  broadcast packets is proposed.
-+ )T + £1&] i=i"(n)
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