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Abstract

Though the various models proposed in the literature for
capturing the long�range dependent nature of network
tra�c are all either exactly or asymptotically second or�
der self�similar� their e�ect on network performance can
be very di�erent� We are thus motivated to character�
ize the limiting distributions of these models so that they
lead to parsimonious modeling and a better understand�
ing of network tra�c� In this paper we consider long�
range dependent arrival processes based on Markovian
arrival and fractional ARIMA processes and show that
the suitably scaled distributions of these processes con�
verge to fractional Brownian motion in the sense of �nite
dimensional distributions� Subsequently� we prove that
they also converge weakly to fractional Brownian motion
in the space of continuous functions� Thus� the behavior
of network elements fed with tra�c from these models has
similar characteristics to those fed with fractional Brow�
nian motion under suitable limiting conditions� Speci��
cally� tails of queues fed with these arrivals have a Weibul�
lian shape in sharp contrast with the exponential tails of
conventional queues� Also� the weak convergence results
allow us to accurately estimate the loss probabilities using
the expressions for storage models for fractional Browni�
nan motion�

I Introduction

The seminal paper of �	
 introduced the notion of self�
similarity and long�range dependence in network tra�c�
This has spurred research in the area of tra�c models
which account for these second order statistical charac�
teristics of network data� Wavelet models ��
� Markovian
arrival processes ��
� theM�G��model �

� chaotic maps
��
� Fractional Brownian motion �	
� fractional ARIMA
processes �	
 and superposition of ON�OFF sources ���
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are some of the models that have been suggested� Though
all these models model the long�range dependence and
show either exact or asymptotically second order self�
similarity� the performance of network elements fed with
these di�erent sources di�er widely� Studies in ���
 and
���
 show� for example� that queues fed with self�similar
tra�c from M�G�� sources have an exponentially dis�
tributed queue tail while the tails of queues fed with in�
put sources characterized by fractional Brownian motion
and superposition of ON�OFF sources have a Weibullian
shape� Thus additional insight into the characterization
of the arriving work process is necessary to predict the
queue behavior� Motivated by this striking variation in
queue performance� we try to model the limiting distri�
bution of some of these self�similar sources� Convergence
of the limiting distribution to any given model for which
the network element performance has already been char�
acterized then allows us to group the model with a class
of other sources� all of which lead to similar network per�
formance�

The limiting distribution of a self�similar tra�c model
composed of the superposition of a large number of
ON�OFF sources� whose ON�OFF periods are taken from
a heavy tailed distribution is considered in ���
 and ��

�
The authors show that as the number of the ON�OFF
sources increases and under proper scaling� the super�
posed process converges weakly to fractional Brownian
motion in the space of continuous functions and thus it is
not surprising that the tails queues fed with both these
sources have similar� Weibullian shapes� In ���
� the au�
thors consider the M�G�� source and show that under
proper scaling� the process converges to a totally skewed
stable L�evy motion in Skorohod space� In this paper� we
�rst consider the Markovian arrival process ��
 and show
that its limiting distribution� as the number of Markovian
processes in the superposition tends to in�nity� converges
to fractional Brownian motion in the sense of �nite di�
mensional distributions� We also prove a similar result
for fractional ARIMA �	
 process based long�range depen�
dent sources and show that their limiting distribution also



converges to fractional Brownian motion in the sense of
�nite dimensional distributions� We then show that both
these arrival processes also converge weakly in the space
of continuous functions to fractional Brownian motion�

The rest of the paper is organized as follows� In Section
II we �rst give a brief overview of the Markovian arrival
process based long�range dependent sources introduced
in ��
 and prove the convergence of its �nite dimensional
distributions to fractional Brownian motion in Section
II� In Section III� we present results for the fractional
ARIMA based sources and Subsection C gives the con�
vergence results for the �nite dimensional distributions�
Section IV deals with the weak convergence of both the
models and Section V some numerical results for queues
fed with these processes� Finally� in Section VI we present
the concluding remarks and present a brief discussion on
the implication of the results�

II MMPP Based Self�Similar

Sources

The presence of long�range dependence in network traf�
�c has led to the development of various tra�c models
which are better suited to model the second order self�
similar behavior of network tra�c� Most of these models
are focused on capturing the �rst and second order char�
acteristics of the packet count process� which� in general�
is insu�cient to predict queueing behavior� Also� tools
for analyzing the queuing behavior of such models are
still under development� As a result� the Markov Modu�
lated Poisson Process �MMPP� based self�similar tra�c
model proposed in ��
 becomes attractive with its already
existing tools for performance measurement and the pos�
sibility in this model to capture other statistical proper�
ties in addition to the �rst and second order properties
of the count process� To make this paper self contained�
we �rst give a brief description of the MMPP based long�
range dependent model proposed in ��
�

A Preliminaries

The Markovian model of ��
 is based on the superposi�
tion of a number of two�state MMPPs� The superposed
process itself can be represented as a MMPP by taking
the Kronecker sum of the constituent MMPPs and is thus
a Markovian Arrival Process �MAP�� The model �ts the
�rst and second order count process to M two�state In�
terrupted Poisson Processes �IPPs� and a Poisson process

where the ith IPP has a generator matrix Qi and a rate
matrix Ri represented as

Qi �

�
���i ��i
��i ���i

�
Ri �

�
�i �
� �

�
���

and the Poisson process has a rate �P � �� The MAP
model of the superposition of M such process can then

be expressed as

Q �
MM
i��

Qi R �
MM
i��

Ri ���

Note that the Poisson process may also be represented as
the special case of an MMPP and added to the Kronecker
sum of Equation � to obtain the complete MAP model

of the arrival process� For the ith IPP� the covariance
function of the count process in two time slots of size �t
with k � �� k � � time slots between them is given by

�i�k� �

�
��i�

�
i ��i�

�e����
�

i��
�

i ��k����t�

���i � ��i �
�

�
�

��� �e����
�

i��
�

i ��t�e����
�

i��
�

i ���t�� ���

which� for ���i � ��i ��t� �� can be approximated as

�i�k� �
��i�

�
i ��i�t�

�e����
�

i��
�

i ��k����t�

���i � ��i �
�

���

In Equation ��� and subsequently in this paper�
the approximation relation f�x� � g�x� means
limx�� f�x��g�x� � a for some a �� �� Also� in this
paper� we use the similarity relation f�x� � g�x� to des�
ignate limx�� f�x��g�x� � �� Since these IPPs are in�
dependent� the covariance of the superposed process can
be expressed as

��k� �
MX
i��

�i�k� �
�

B The Parameter Fitting Process

The second�order self�similarity in network packet tra�c
can be described by the covariance function of the count
process of the packet arrivals in an interval �	
� The co�
variance function of such processes behave asymptotically
as cov�k� � �covk

�� where �cov is an absolute measure
of the variance and � � � � �H� � 	 � 	 � with H
denoting the Hurst parameter� The model in ��
 �ts the
covariance structure of the superposed process of a �nite
number �M � of IPPs to the form �covk

�� over a given
number of time scales� n� The time scales of interest in
real life are limited to relatively smaller values but the �t�
ting process can be applied to arbitrarily large time scales
and values of M � The variability over a number of time
scales is achieved by the choice of the time constants for
each IPP through the parameters ��i and ��i which are
chosen logarithmically� The �tting can be summarized as
follows�


 Step �� The initial choice of the modulating pa�
rameters ��i and �

�
i of the IPPs are chosen to satisfy

��i � ��i � a��i��� for � 	 i 	M where is the loga�
rithmic spacing parameter determined by

a � ��n��M��� M � � ���



with an initial choice of ��� � ��� in the range
��	�

 �	�

� The initial choice of the parameters
can be changed in step � while maintaining the sum
��i � ��i � � 	 i 	M � constant�


 Step �� The rate vector �� is determined from �� �
k � �� where k is a normalizing constant and �� is
the vector of the relative magnitudes of the arrival
rates of each IPP� For �t � � and ���i � ��i � � ��
� 	 i 	 M with ��i � ��i � Equation ��� can be
written as

�i�k� �
k�

�
��i�

�e����
�

i��
�

i ��k����t� ���

The covariance function is �tted at M di�erent
points de�ned by ���i � ��i �k � �� The equation

for the ith IPP is given by

�cova
��i���� �

k�

�

dX
j��

��j�
�e�a

i�j

���

and these equations may be used to �nd ���


 Step �� This step determines the constant k and
the Poisson rate �P and the details are given in ��
�
Details regarding special cases where the parame�
ters ��� and ��� chosen in Step � need to be changed
can also be obtained from ��
�

C Convergence to Fractional Brownian

Motion

For the ith IPP� let W �i��t� denote the stationary binary
sequence that it generates where W �i��t� � � means that
there is a packet at time t and W �i��t� � � means that
there is no packet� The average arrival rate for this IPP�
at any given instant� can be represented as �i��i���

�
i��

�
i ��

When there are M heterogeneous IPPs� the superposed
packet count at time t is given by

PM
i��W

�i��t� and the
aggregated cumulative packet count in the interval ��
 T t
�
WM �T t�� is then given by

WM �T t� �

Z Tt

	

�
MX
i��

W �i��x�

�
dx �	�

Also� let Y �i��j� denote the increment process for the ith

IPP representing the number of arrivals in the jth time
unit� We now propose the following lemma�
Lemma �� As M � �� the increment process of
fWM �T t�
 t � �g converges in the sense of �nite dimen�
sional distributions to

lim
M��

�

M���

MX
m��

�Y �i��j� � EfY �i��j�g�
d
� GH �j�
 t � �

����
where GH�t� represents a stationary Gaussian process
whose covariance function has the form r�k� � ck�H���

Proof� From the Central Limit Theorem� the limiting
process on the left hand side has a Gaussian distribution
with zero mean and a covariance function equal to the
covariance function of the superposed increment process�
Now� from the �tting process of Subsection B we already
have

covfYMg � �covk
�� � �covk

�H�� ����

where the approximation becomes closer as the number
of MMPPs increases and equality is achieved as M ���
Also� the superposed increment process is stationary since
the individual superposed processes are stationary and
the lemma is thus proved�
Theorem �� As M � � and T � �� the aggre�
gated cumulative packet arrival process fWM�T t�
 t � �g
converges in the sense of �nite dimensional distributions
to

lim
T��

lim
M��

�

THM���

�
WM �T t��

MX
i��

�i�
�
i t

��i � ��i

�

d
�

s
�cov

H��H � ��
BH �t� ����

where BH �t� denotes Fractional Brownian Motion�
Proof� From Lemma �� we know that the increment
process of the aggregate packet process converges to a
stationary Gaussian process with a covariance function
of the form r�k� � ck�H�� as M � �� Using Theo�
rem ������� p� ��� of ���
� for a stationary Gaussian se�
quence fG�j�
 j � 
 
 
 
��
 �
 �
 
 
 
g with zero mean and
autocovaiance function satisfying r�k� � ck�H�� with
��� 
 H 
 �� the �nite dimensional distributions of

T�H
PTt

j��G�j�
 � 	 t 	 � converge to

lim
T��

�

TH

TtX
j��

G�j�
d
� H������H�������c���BH �t� ����

Hence we can conclude that the aggregated increment
process� and thus the aggregated arrival process� con�
verges to fractional Brownian motion as T ��
M ��
with c � �cov in Equation �����

III Fractional�ARIMA Tra�c

Models

Long�range dependent tra�c models based on fractional
autoregressive integrated moving average �FARIMA�
processes are generalizations of the
well�known ARIMA�p
 d
 q� models of Box�Jenkins ��
�
Fractional ARIMA processes allow generalizations of the
parameter d to take on non�integer values and were pro�
posed in ��
� These processes are asymptotically second
order self�similar with self�similarity parameter d � ���
with � 
 d 
 ���� We now describe fractional ARIMA
processes in greater detail and show their convergence to
fractional Brownian motion�



A Preliminaries

The FARIMA��
 d
 �� can be heuristically derived as
the discrete�time analogue of continuous time fractional
Gaussian noise� The fractional di�erence operator rd is
de�ned as the binomial series

rd � ���B�d �
�X
k�	

�
d
k

�
��B�k

� �� dB �
d

�
��� d�B� �

d

�
��� d���� d�B
 
 
 


�
�X
j�	

bj��d�B
j ����

where B is the backward shift operator de�ned as Bjxt �
xt�j and

bj��d� �

jY
k��

k � d� �

k
�

��j � d�

��d���j � ��

 j � �
 �
 
 
 


��
�
where � denotes the gamma function� The
FARIMA��
 d
 �� is formally de�ned as a discrete�time
stochastic process fxtg which is represented as

rdxt � at ����

or equivalently�

xt �
�X
j�	

bj��d�at�j
 t � 
 
 
 
��
 �
 �
 
 
 
 ����

where the operator rd is de�ned in Equation ���� and
the noise process at consists of i�i�d� random variables
with zero mean and �nite variance ��
� In a more gen�
eral case� though� the innovations at may be from sta�
ble distributions with in�nite variance� The generalized
FARIMA�p
 d
 q� process where p and q are integers and
d real is then de�ned as the stochastic process fytg with

��B�rdyt � ��B�at ����

where rd is de�ned in Equation ����� ��B� � �� ��B �

 
 
��pB

p� ��B� � ����B�
 
 
��qB
q and the coe�cients

�� 
 
 
�p and �� 
 
 
 �q are constants� FARIMA�p
 d
 q�
processes are capable of modeling both short and long�
range dependence in tra�c models since the e�ect of
d on distant samples decays hyperbolically as the lag
increases while the e�ects of p and q decay exponen�
tially� Thus a FARIMA�p
 d
 q� process is similar to the
FARIMA��
 d
 �� for observations with large lags�

B Covariance Structure of FARIMA
Processes

When d 
 ���� the FARIMA process is stationary and
has a representation given in Equation ����� The covari�
ance function of a FARIMA��
 d
 �� process with zero

mean and unit variance Gaussian innovations has the
form

��k� �
����k���d��

�k � d����k � d��

�
���� �d� sin ��d�

�
k�d�� as k�� ��	�

where ���� 
 d 
 ��� and the series is station�
ary ��
� The covariance function of the generalized
FARIMA�p
 d
 q� processes with Gaussian innovations
has additional short�term components but follows the
same asymptotic relation as the covariance function as
FARIMA��
 d
 �� processes�

C Convergence to Fractional Brownian
Motion

Let xi
 i � � be a FARIMA�p
 d
 q� processes with Gaus�
sian innovations de�ned by Equation ���� with a covari�
ance function as in Equation ��	�� We de�ne the process
WM �T t� as the aggregated count process of the series xi

i � ��

WM �T t� �

bTtcX
i��

MX
j�	

bj��d�ai�j � 	 t 	 � ����

where the inside sum becomes xi as M � �� We now
show that this aggregated process converges to fractional
Brownian motion in the sense of �nite dimensional dis�
tributions�
Lemma �� As M � �� the discrete time
FARIMA�p
 d
 q� process xi with Gaussian innovations
converges in the sense of �nite dimensional distributions
to

lim
M��

�

M���

MX
j�	

bj��d�ai�j
d
� GH�i� ����

where GH�j� represents a stationary Gaussian process
whose covariance function has the form r�k� � ck�H��

and � 
 d 
 ����
Proof� Using the Central Limit Theorem� it is easy to see
that the limiting distribution of xi is Gaussian with zero
mean and a covariance function as that of xi� The zero
mean of the limiting Gaussian process follows from the
fact that the innovations are zero mean and the process
is stationary for d 
 ��� ��
� Also� since the covariance
function of xi

��k� �
���� �d� sin ��d�

�
k�d�� ����

�
����� �H� cos ��H�

�
k�H��

where H � d � ���� has the same form as ck�H�� with
c � ����� � �H� cos ��H���� as k � �� the lemma is
thus proved�
Theorem �� As M �� and T ��� the process rep�
resented by the aggregated Gaussian FARIMA�p
 d
 q�



process� fWM�T t�
 � 	 t 	 �g� converges in the sense of
�nite dimensional distributions to

lim
T��

�

THM���
WM �T t�

d
�

s
���� � �H� cos ��H�

�H��H � ��
BH �t�

����
where � 
 d 
 ��� and BH �t� represents fractional Brow�
nian motion�
Proof� The FARIMA�p
 d
 q� process xi
 i � �� is the
increment process for the aggregate process WM �T t��
From lemma �� the limiting distribution of xi corre�
sponds to a stationary Gaussian sequence with zero mean
and a covariance function of the form ��k� � ck�h�� as
k � �� Then� using Theorem ������� p� ��� of ���
�
for ��� 
 H 
 �� the �nite dimensional distributions of

T�H
PbTtc

j�� xi
 � 	 t 	 � converge to

lim
T��

�

T�H

bTtcX
i��

xi
d
� H������H � ������c���BH �t� ����

Hence we can conclude that the aggregated
FARIMA�p
 d
 q� process converges to fractional Brown�
ian motion as T �� with c � ����� � �H� cos ��H����
in Equation �����

IV Weak Convergence to Frac�

tional Brownian Motion

We proved the convergence of the �nite dimensional dis�
tributions of MMPP and fractional ARIMA based long
range dependent models to fractional Brownian motion
in the previous sections� We now propose the following
theorem to prove the weak convergence of these models
to fractional Brownian motion�
Theorem �� As M � � and T � �� the limiting
processes fWM �T t�
 � 
 t 
 �g� as de�ned in Equations
�	� and ����� converges weakly in the space of continuous
functions C to

lim
T��

lim
M��

�

THM���
�WM �T t�� EfWM �T t�g�

� H������H � ������c���BH �t� ��
�

where BH �t� represents fractional Brownian motion
and c � �cov for the MMPP model and c �
����� � �H� cos ��H���� for the fractional ARIMA
model�
Proof� To prove the weak convergence to fractional
Brownian motion of these models in the space of con�
tinuous functions C� following Theorem ���� p� 
� of ��
�
it is su�cient to prove their tightness� From Theorem
����� p� 	
 of ��
� a process X�t� is tight if� for all t��
t� � � and some � � � and � � ��

EfjX�t���X�t��j
�g 	 jF �t��� F �t��j

� ����

where F is a continuous function on ��
 �
� For our case�
X�t� is the limit in Equations ���� and ���� after letting

T � � and M � � which we denote by Y �T t�� We
choose � � � and shall now show that Equation ���� holds
for F �t� � Ct with some � � � and a constant C� We
know that X�t� is Gaussian with a variance function ��t�
of the form ��t� � ��t�H and has stationary increments�
Then

EfjY �T t��� Y �T t��j
�g � T��H��T �t� � t���

� T��H���T �t� � t���
�H

� ���t� � t��
�H ����

which is of the formC�t��t��� with C � �� and � � �H�
Since � � � for �	
 
 H 
 �� this establishes tightness
and consequently the weak convergence�

V Numerical Results

In this section we present the bu�er over�ow probabilities
of queues fed with long�range dependent tra�c generated
by FARIMA and fractional Brownian motion sources�
Since MMPP and FARIMA based long�range dependent
sources weakly converge to fractional Brownian motion in
the space of continuous functions� their queueing behav�
ior should show similar characteristics and have a Weibul�
lian shape� Also� for large enough M and T and when
the parameters of the three processes are matched� their
queueing behaviors should be identical�

In Figure � we compare the over�ow probability of a
queue fed with FARIMA and fractional Brownian motion
for utilization factor of ���� ��� and ��	� The probabilities
were generated by feeding traces with Hurst parameters
of ��� and ��	 to a �uid queue with constant service rate�
As can be seen� the over�ow probabilities for both the
processes are very close for most bu�er sizes and there
is a slight deviation at large bu�er sizes� This is due
to the fact that the FARIMA traces were not as long as
the fractional Brownian motion traces� We were unable
to provide results for the MMPP based sources as the
state complexity of the superposed process increases ex�
ponentially as M increases making it extremely di�cult
to generate tra�c traces for even moderately large M �

VI Conclusion and Discussions

In this paper� we presented convergence results for
Markovian and fractional ARIMA based long�range de�
pendent sources and �rst showed that their limiting dis�
tribution converges to fractional Brownian motion in the
sense of �nite dimensional distributions� We then proved
the weak convergence of these models to fractional Brow�
nian motion in the space of continuous functions� These
results not only allow us to estimate the performance
characteristics of network elements fed with tra�c from
the sources considered in through already existing tools
but also lead to parsimonious and physically meaningful
models�
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Figure �� Over�ow probabilities in a queue fed with
FARIMA and fractional Brownian motion with Hurst pa�
rameters of ��� and ��	� Each graph shows the results for
utilization factors of ���� ��� and ��	�

The weak convergence of the tra�c models considered
to fractional Brownian motion suggests that performance
of network elements with these processes as the workload
model will have the same characteristics as that for frac�
tional Brownian motion� More speci�cally� for example�
the tails of queues fed with tra�c generated by these two
processes also have a Weibullian shape� In fact the weak
convergence implies exactly identical behavior of queues
fed with either of the three processes� as was numerically
veri�ed in Section V�
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