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An Analytic Model for the Delay in
IEEE 802.11 PCF MAC based Wireless Networks

Biplab Sikdar

Abstract—In this paper, we present an analytic model for harness the performance benefits of the PCF and this paper is ¢
evaluating the queueing delays at nodes using the IEEE 802.11step in that direction. Also, though DCF provides satisfactory
Point Coordination Function (PCF) MAC for real time, delay  harformance in scenarios with limited number of users such

sensitive traffic. We develop a queueing model to obtain closed h . ded . DCE fails t id
form expressions for the expected delay at each node which @S NOMES, IN More crowded scenarios, alls to proviae

accounts for arbitrary (but fixed) packet sizes, polling rates, the requirements of delay sensitive applications [10]. In these
channel rates and the order in which the nodes are polled. The scenarios, PCF is a viable protocol choice due to its ability to

model is then further extended to account for the delays when provide strict delay guarantees (note that the Enhanced DCF in
the nodes use power management, and for cases when not alke 802 11e specifications provides only QoS differentiation,

nodes are served in a frame. Our analytical results are verified t del t A blic wirel hot t d voi
through simulations. The model is also extended to evaluate the not delay guarantees). As public wireless hot spots and voice

number of nodes that can be supported by a base station while @1d video streaming applications become ubiquitous, MAC
satisfying an arbitrary delay requirement at all nodes and can be layer protocols with strict QoS support like PCF will become

used as a mechanism for admission control by the base station. more important. Finally, PCF can help avoid denial of service
Index Terms—Wireless LAN, queueing analysis, modeling.  attacks by outside users (and the associated delays) which car
be hard to detect and control in DCF based systems.

I. INTRODUCTION The delay characteristics of the 802.11 PCF has been

HE IEEE 802.11 MAC [5] has become ubiquitous ang§Xtensively studied using simulations [2], [12]. The effect of

gained widespread popularity as a layer-2 protocol féifferent polling strategies on PCF performance is presented
wireless local area and in-home networks. With increasi? [14] while the performance of video transmission with
deployment, the services supported by such networks hdveF has been investigated in [8], [9]. However, these are
started to migrate from the traditional data applications to va#!l Simulation studies, and to the best of our knowledge, no
ious forms of interactive multimedia involving voice and videdletailed queueing or analytic models for 802.11 PCF exists
[4], [11], [13] transmissions as well as multiplayer networi? literature. Also, to the best of our knowledge, no models
gaming [3]. Supporting these real-time applications requir€¥ist to evaluate the delays in the case of nodes using power
that the MAC layer provide sufficient delay guarantees affianagement. This paper addresses this issue by proposing
the Point Coordination Function has been included in 802. #il€ueing model and closed form expressions for the expected
to achieve this objective. This paper analytically characteriz€§/ay at éach node. In [11] the maximum number of nodes
the delays experienced with the 802.11 PCF and providé&t can be supported by a 802.11 PCF network to support
a framework for doing admission control in such network¥Qiceé transmissions has been evaluated using simulations. In
by determining the maximum number of users that can @Ntrast, we use the expressions from our analytic model to

supported by the 802.11 PCF while satisfying a given dek%yovide a framework for doing admission control by the base
constraint. station in order to support the given delay constraints.

While PCF is simpler and can provide stricter Quality of This paper first proposes a detailed queueing model to
Service (QoS) guarantees as compared to the more widelaluate the delays experienced by nodes using 802.11 PCF
deployed Distributed Coordination Function (DCF), it haas the MAC protocol. Our model allows for arbitrary number
received considerably lesser attention and deployment. Whileusers in the network, their packet arrival rates and packet
it is partly due to the fact that PCF is optional in the standardisngths and both unidirectional and bidirectional data transfers.
while DCF is not, other contributing reasons are overhedthe model evaluates the delays as a function of various 802.11
issues in extremely large networks and the fact that parametspecific parameters like the superframe and beacon lengths,
settings and other specifications in the standards have beenflgllitating the estimation of the tradeoffs involving the values
largely open. Detailed studies and analytic tools to quantiff these parameters and the system performance. Next, the
the effect of various network settings on PCF’'s performangaper provides a framework for determining the maximum
are necessary to to facilitate the widespread deployment angmber of stations that can be supported by a base station

. . _ %iven a certain delay constraint and using it for admission
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The rest of the paper is organized as follows. In Section [y s Contention Free Period — s
Il we give a brief overview of the 802.11 PCF. Section llI # i g nel e P
presents our delay model for the unidirectional data transfel |*| [*'" D2ACK+Po DIACKvTON] [Pl e
case while Section IV extends it for the bidirectional casﬂd prrAck paeack preack
In Section V we present the admission control strategy and,. [ T e

Section VI and VIl extend the analysis for power management
and short frame durations. Finally, Section VIII presents the
validation results and Section IX presents the concludingy 1 pc to station frame transmissions in PCF.
remarks.

NAV

_ beaconinterval
Il. BACKGROUND - o | | | |

. . I |
In addition to the physical layer specifications, the IEEE} \ N N

802.11 standard [5] specifies two methods for medium access: Y TIM
DCF and the PCF. While DCF uses a distributed mechanism p ~ (in beacon) PC activity
for channel access and is not the focus of the paper, in PCFH ]—H H H
the nodes are polled by a “master” residing within the base gyake state pd frame
station. The channel access mechanism alternates between the ,~ busy medium . transmission
DCF and PCF modes when PCF is implemented. The duratign /T station activity /T
of time the DCF is used for channel access is termed the } } [ ] }
contention period (CP) and the polled duration is called the
contention-free period (CFP). The lengths of the CP and thg. 2. Power management operation in [EEE 802.11 PCF.
CFP is controlled explicitly by the contention free period
repetition interval (CFPri). We call a CFPri duration where
the PCF and DCF alternate a “superframe”. by the stations as well as an unresponsive node (node 3) which
Each CFP begins with a beacon frame and the CFPs ocdoes not respond to polls from the PC.
at a defined repetition rate as determined by the CFPrateThe IEEE 802.11 standard also specifies a power manage-
parameter. The length of the CFP is controlled by the P@ent strategy wherein a station may either be in the active
with the maximum duration specified by the value of theode where it is fully powered and may receive frames at
CFPMaxDuration parameter, and the remainder of the fraraay time or be in the power save mode. In the PS mode, the
spent for DCF. With PCF, the access to the channel dgation stays in the doze state where it is unable to transmit
determined centrally by the base station, usually referred do receive and consumes very low power. Also, the station
as the Point Coordinator (PC) and provides a contention freaters the awake state to receive selected beacons and transm
transfer service. The PC gains control of the medium at th@d receive frames. Stations inform the PC about their state
beginning of the CFP and maintains control for the entire CRRing the Power Management bits within the Frame Control
by waiting for a shorter time between transmissions than tfield of transmitted frames. The PC buffers frames destined for
stations using the DCF access mode. All stations other thstations in the PS mode and stations with buffered frames are
the PC set their NAVs to the CFPMaxDuration at the start @entified in a traffic indication map (TIM) which is included
each CFP. The PC transmits a CF-End or CF-End+ACK frariie each beacon generated by the PC. On receiving a TIM
at the end of each CFP and on receiving either of these framigsglicating buffered frames for it, a station stays awake until
a station resets its NAV. During the CFP, the base station palke buffered frame is received. If the More Data field in the
the nodes for aingle pending frame transmission accordingrrame Control field of the last frame from the AP indicates
to a list ordering of their association with the base statiomore traffic is buffered, the node may enter the doze state
known as the polling list. The PC starts CF transmissionsdarring the contention period and wake again at the start of
SIFS interval after the beacon frame by sending a CF-Pdlle next CFP. Figure 2 illustrates PC and station activity with
(no data), Data or Data+CF-Poll frame. If a station receivespawer management where we show the TIM transmissions by
CF-Poll (no data) frame from the PC, the station can respotte PC (in the middle row) every beacon interval (shown by
to the PC after a SIFS interval with a CF-ACK (no data) othe time axis in the top) and the activity of a node in the
a Data+CF-ACK frame. If the PC receives a Data+CF-ACRS mode (bottom). The node stays awake only for the TIM
frame from a station, it can send a Data+CF-ACK+CF-Paitansmission when it does not have any data to send or receive
frame to a different station where the CF-ACK part is usefor example in the first two TIMs) but stays awake for longer
to acknowledge receipt of the previous data frame. If the RCany data is to be transferred (third TIM).
transmits a CF-Poll (no data) frame and the destination station
does not have any data to transmit, the station sends a Null
Function (no data) frame back to the PC. If the PC fails to
receive an ACK for a transmitted data frame, it waits for a In this section we present our model to evaluate the delays
PIFS interval and moves on to the next station in the pollinexperienced by stations using the PCF mode to transmit their
list. Figure 1 shows the transmission of frames between thHata and power management is not used and PCF and DCF
PC and stations. The figure shows the piggybacking of pallternate in each superframe. We first introduce the notation
and ACK packets with data by the PC and the data and AGI§ed in this paper and our assumptions.

IIl. ANALYSIS
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An arbitrary number of nodes)y/, use the PCF mode to j data packets i polls Beacon D
transmit their packets. The packet inter-arrival times at the M POHI
i node are assumed to be exponentially distributed with rate
Ai, 1 < i < M. The results obtained in this paper under] . I - I Data D
this Poisson traffic assumption may be thought of as a lower I
bound on the delays obtained under more bursty and correlatéd "  BivajLt
traffic models. The packet arrival process is assumed to be aeged
independent of the departure process and the queue lengtt BHVAIL A A
We denote the duration of the superframeZhy the duration ith node transmits

of the beacon byB, the length of a polling duration by Ts
and the expected length of a packet from tproIIed node Fi - _
. . ig. 3. Packet delays when arriving packet finds an empty queue.

by L;, 1 <i < M. Note that we include the lengths of the
SIFS and CF-Poll inv and SIFS and CF-ACK in;. The
utilization of thei!" station is denoted by;. Note that since arrival is equally likely to occur anywhere in a slot or frame
each polled stations gets to transmit once in every superfraifg, [1]. In our case,giventhat an arrival occurs in a given
the service rate of thé" station isy; = 1/Ts, 1 <i < M. superframe, the arrival instance is thus uniformly random
The utilizations are thus given by; = A\;/u; = ATs. In - variable over|0,T,] relative to the start of the superframe.
the derivations presented in this paper, we assume that thénsider the case whereof the i — 1 nodes polled before
arrival rates and packet lengths are the same at each nafe.;th node in a given superframe have data to send. In this
i.e, A = A ViandL; = L, Vi and thusp; = p = ATs, Vi. case, a period o + (i — 1)V + jL seconds elapse in the
We assume that in each CFP, at most one packet is transmiggerframe before thé" node is polled andB + iV + jL
by a node. This limited-1 polling mechanism ensures that teeconds elapse before it has to reply to the poll. Thus if the
CFP does not dominate the superframe duration and nogggged arrival occurs in this duration, it gets served in this
using DCF also get a fair chance to transmit their packets dperframe. Otherwise it waits for the next superframe.
a superframe. Since the arrival instant;, of any packet relative to the

We evaluate the expected delay experienced by an arbitrggirt of its superframe is uniformly distributetf [0, 7)), the
packet arriving at the'" polled node. We break the analysigrobability that the tagged packet arrived at nodie the first
into two parts: (1) the delay experienced when the packgt ;i + jL seconds is given by
arrived at an empty queue and (2) when the arrival occurred

at a non empty queue. The probability that an arbitrary arrival Pt<B+iV+jL] = w. (4)
finds the queue empty?[EQ], is given by Ts
In this case (which we call case C1), the packet waits till the
PEQ =1-p=1- X5 (1) " node is polled and is then transmitted, as shown in Figure

and the probability that an arbitrary arrival finds the quet% The time the packet wgits before it _beg_ins Se.rVXQfVCl.’
busy, P[NEQ], is thus IS thusX; ; c1 = B+iV+jL—t after which it receives service

for anotherL seconds before departing the system. We will
PINEQ| =1 - P[EQ| = p = A\Ts. (2) now characterize the distribution of; ; 1. The probability
istribution function (PDF) of given that the arrival occurred

Since Fhe arrivals at eagh queue are independent and j §he first B + iV + jL seconds of the superframe is given
probability that a queue is busy is given Iy the number b

of active queuesy, at any instant of time, out of/ queues

follows a Binomial distribution and is given by Plt <7 |t <B+iV4jL] — Plt <7,t < B+iV+jL]
- - Pt < B+iV 4+ jI]
P[j aCtIVq_< )pj(lp)Mj j:(),]., 7M (3) = 7,7— " (5)
J B+iV +jL

In this sectior_1 we consider t_he case where there_ is onhich is an Uniform distribution in the rangeto B+iV +; L.
upstream traffic from the stations to the base station. TRew, note that if a random variablé is uniformly distributed
model for case of bidirectional traffic is presented in Sectidn the range0 to a, then the random variable — Y is

V. also uniformly distributed in the rangé to a. Following
this observation, since the conditional PDFtafk uniformly
A. Arrivals at an Empty Queue distributed in the range to B+iV + L, the conditional PDF

Consider an arrival at théh polled station whose queue isO -i#:C1 = B+iV +jL =t is also an Uniform distribution
poliea ! queue jn the ranged to B + iV + jL, i.e., U0, B +4V + jL]. The

currently empty and we call this arrival the “tagged arrival”. | .

. . . e>épected value oXj ; ¢ is thus
this station has not yet been polled in the current superfram ’

. ; , , B+iV +jL

when the packet arrives, the packet gets serve_d in the curre%[Xi)jﬁCl] — E[U[0, B + iV + jL]] = JL ©)
superframe. Otherwise, the packet gets served in the following 2
superframe. Now, it is well known that with exponential In the case where the packet does not arrive in the first
arrivals independent of the departure process in a slottB4 iV + jL seconds of the superframe (which we call case

departure system (for example a classical M/D/1 queue), @2), i.e.t > B + iV + jL, the packet has to wait till the
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remaining part of the superframé@y{ — t) is over and node which can now be used in Eqn. (11) to obtdny ; zo. The

i is polled in the following superframe. The PDF ohiven expected delay at thé" node, D; gq is then obtained by
that the arrival occurred after the first+ iV + jL seconds unconditioning Egn. (11) ornj. Recall that; denotes the

of the superframe is given by number of nodes among tlie- 1 polled ahead of nodé had

7 —B+iV +jL packets to send in an arbitrary superframe and has a Binomial

Pt <7|t>B+iV+jL] = Ts—B1iV+jL (7)  pmf given in Eqn. (3) withM =i — 1. Thus D; ¢ is given

which is an Uniform distribution in the rang@ +iV + jL to

Ts, i.e.,U[B+iV +jL,Ts]. Again we note that if a random il i1\ . o
variableY” follows a Uniform distributiori/[a, b], thenb—Y" is Dirq = Z (E[Xij]+ L) ( j )P](l —p)
uniformly distributed in the range to b — a, i.e. U[0,b — a]. 7=0

Thus the duration of the remaining part of the superframe, _ I pL*(i —1)(1 - p) ‘L (15)
Ts — t, is also uniformly distributed and i§[0,7Ts — B — 2 Ts

iV —jL).

In the following superframe, if there afenodes with data B, Arrivals at a Non-Empty Queue
to send among thé— 1 nodes polled before thd node, the . : .
tagged packet has to wait 8 -+ iV’ + kI seconds before ‘thWe now con5|_der the case when an arbitrary arrival to the
its service begins. Since the probability that therefarmdes ;ur‘gg!?%fno:;g?sd; ttmiqtiti ?gﬁr;(ejngpti/h;ndavcvf denote the
with data among — 1 nodes follows a Binomial distribution P q y packeday,.

. . . . onsider again the case whefeof the ¢ — 1 nodes polled
as gen in I_Eqn. (3), the probabmty mass function (pmf) O(tf):efore node have packets to send in the current superframe.
this waiting time, X gg, is given by

Then the probabilities of the events C1 and C2 in this case

i—1 i—k— . .
P[XFR—I]—{S R )P (L=p) i;g\;;‘ngkL are given by
® ploy < BHVHUHDL gy g BHVAGHDL
with 0 < k < i — 1 and the expected value dfrp is given Ts Ts (16)
by , . -
E[Xpg] = B +iV + (i — 1)pL. ) where thej + 1 terms comes from the fact that in addition to

the 7 nodes, node is also transmitting.
Thus the amount of timeX;, ; c2, before the packet begins In case the!M node has not yet been served when the tagged
its service isX; j co = Ts —t+ Xpg. The expected value of packet arrives (case C1), one of théy, packets currently
X jc2 is thus waiting in the queue at nodegets served during this super-
. . frame. If we denote the instant of the tagged packet'’s arrival in
E[Xijc2] = EIU, TS__B__’V_jLH + E[XFR] the superframe by, it has to wait forl’s —¢ seconds before the
- M+B +iV+(i—1)pL (10) current superframe ends. The tagged packet then has to wait
2 for anotherNyq — 1 packets to depart, with one departure in
To find the expected waiting time in the systems when @he superframe qiNyg—1)Ts seconds before the start of the
arrival occurs at an empty queue given thaof the i — 1 superframe where it receives service. We denote the waiting
nodes before thé" node send data in the current superframéime in the final superframe bz and its distribution and
we combine the waiting times of the above two cases. Thigpectation is given in Eqn. (8) and (9) respectively. Thus
expected waiting timeD; ; g, is given by the total time before the packet begins service in this case,
o - o Xi, i,C1 is given beL i,C1 = Ts—t+ (NN - 1)T5+XFR.
Dijpq = ElXigl+ 1 (11) F]ollowing the deriva]tion in Egn. (5), theQPDF ojiven that
with the arrival occurred in the firdB +¢V + (j + 1) L seconds has
the Uniform distributionU[0, B+iV 4 (j+1)L]. ThusTs —t
BlXi ;] = ElX ;o] PICI + ElXo .00l PIC2] - (12) o006 the Uniform distritgutiorU[TS—(B—z‘X)/—](j+1)L, Ts).
where E[X; ; c1] and E[X; ; c2] are given in Eqns. (6) and The expected value ok ; c; is thus
(10) respectively and’[C1] and P[C2] are the probabilities
that the arrival occurs in the fird + iV + jL seconds of the ElXijc1l = E[ls —t] + E[(Nng — 1)Ts] + E[XFr]

superframe or not, respectively. As discussed eatrlier in thislnthe case where the tagged arrival occurs aftertthrode
section, these are given by has been served in the current round (case C2), at the end
B +iV +jL B+:1V +jL  of the current superframe, there are sl packets ahead
Ts 'S of the tagged packet. Thus at the end of a furtheyyTls
) . ] (_13) seconds, the superframe in which the tagged packet gets servec
Putting these values in Eqn. (125X ;] can be simplified siarts. The total time before the packet begins service in this
to Case,Xi,jpg, is then given be:L'J"CQ =Ts—1t+ NNQTS +
T  (B+4iV+jL)? . , Xrr. Now, following the derivation of Eqn. (7), the PDF of
BlXi;] = 5T Ts — (B+iV +jL) ¢ given that the arrival occurred after the fil8t+ iV + (j +
Ts— B —iV —jL 1)L seconds of the superframe has the Uniform distribution

Ts (14) UB+ iV + (j+1)L,Ts]. ThusTs — ¢ is also uniformly

P[C1] = and P[C2]=1-

+E[XFR]
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distributed and i€/[0,7s — B—iV — (j+1)L]. The expected With this change, the pmf of the number of active queuks,

value of X; ; c» is thus before thei! node follows the Binomial distribution
2i —1\ . .
E[Xijc2] = E[Ts —t]+ E[NngTs] + E[XFr] szjkz(l_ )yu—pf%f4 0<j<2i—1
J
Combining the two cases above, the expected waiting time at. ) . . (?1)
the it node,D; j nwo = E[X: ;] + L, is given by Using this change in the results for the previous section, the
“ ’ expected delay at th&" given that the arrival finds an empty
T . . .
Dijnpg = 7S+E[NNQ]TS+E[XFR]—B—z‘V—jL queue,D; g is given by
T L?(2i —1)(1 —
Unconditioning the above equation gnand recalling thay D; pq = 75 + PL T d=r) +L (22)
follows the Binomial distribution of Eqn. (3) withi/ =i —1, ) o
the expected delay at th& node, D; NEQ IS given by while the delay given that the packet arrives at a non-empty

gqueue stays the same. Thus the final expression for the packet
delay at theith node is given by

[T (pPCi-1)(1-p)
D; = - L)(1-
TS 1-— )\TS |: 2 + < TS’ * ( p)

3—+Emmes (7) QL

1—1

i—1\ i

Dineg = E:Dz’,j,NEQ( j >P7(1—P) =t
J=0

C. Overall Delay V. ADMISSION CONTROL

The expressions for the delays of the previous two sectionén_ this sect|on_, we use the EXpressions derived [n the
can now be combined to obtain the expression for the delB{fVI0US tWo sections to develop a very simple rule which can
used at a base station for doing admission control. The goal

experienced by an arbitrary arrival. The expected packet def?:l , !
at nodei is given by Is’to develop an expression which can calculate the number of

nodes that the base station can accommodate for a given delay
D; = D; poPIEQ + D; npg PINEQ (18) constraint that needs to be satisfied at each of the nodes. Note
pL2(i — 1)(1 — p) that while increasing the superframe size i_ncreases the numbgr
Ts + L}(l —p) of nodes that may be polled and served in the superframe, it
also increases the delay between successive polls at a giver
whereP[EQ], P[NEQ], D; ro andD; ygq are given in Eqns. node.
(1), (2), (15) and (17) respectively. Note however, that the Let each node have the constraint that its expected packet
expressionE [Ny ) is the expected number of packets seettelay should be less thanand the maximum number of hosts
an arrival given that the queue is non-empty. The expecteithat can be supported by the base statiomhe, and Mgp
number in the queue seen by an arbitrary arriva]N] = for the unidirectional and bidirectional cases respectively. Thus
oo iP[N =] is related toE[Ny¢] by for admission control, the base station just needs to evaluate
- - Myp and Mgp and add a new station to its polling list only
E[Nwo] = Z iP[N =i,NEQ _ Z iPIN =1i] _ E[N] if the current number of hosts is less th&h; p and Mz for
— P

T
= 75 + pE[NnglTs +

pard P[NEQ] : p unidirectional and bidirectional cases, respectively. To evaluate
(19) Myp and Mpp we first note that the expressions for the
where P[N = i,NEQ)] represents the joint probability thatdelays at the nodes for these two cases as given by Eqns. (20
there are: packets in the queue and the queue is noand (23) respectively and are increasing functions,ahe
empty. Also from Little's LawE[N] = AD,. Thus we have order in which the node is polled by the base station. Thus
E[Nng] = AD;/p and substituting this in Eqn. (19) we havehe last station to be polled has the largest delay and if this

1

the final expression fop; node satisfies the delay constraint, all other nodes will do so
too. Thus the delay at nod&/y,p, and Mpp are given b
b L [Ts  (LPG-D0-p) [\ g vp andtsp are guen by
1 NTs | 2 Ts ) Dy =L Z§+¢@%NMD—DO—M+L(LW)
(20) UP 1-XTs | 2 Ts

1 [T L?(2Mpp—1)(1—p) D
IV. BI-DIRECTIONAL TRAFFIC Mo =T\ [ 5 ( o +L)(1-p)

We now consider the case where the base station also has (25)

traffic to send to the nodes. The derivations for this case dRSPectively. Since in order to satisfy the delay constraint we
exactly the same as for the unidirectional case (and the det&f@uld haveDas,, < ¢ and Dy, < 9, we have

are thus' omitted) except for one small change. Now instead of | [26(0—ATs) — Ts — 2(1 — p)L] T

at mosti — 1 nodes which may transmit their packets before Mup = 20L2(1 — p)?2

node: is polled, we can have at mo8f — 1 nodes. This is

because the base station may also have traffic for each of thﬁ/[ | [20(0=ATs) —Ts —2(1 — p)L] Ts n 1 27)
i — 1 nodes as well as thé" node before nodé is polled. BD = 4pL%(1 — p)? 9

J+1 (26)
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Also, if it is required that all nodes on the polling list beand the probability that a station is in the active maBgAM],
polled in each superframe, the additional conditidins < is thus P[AM] = 1 — P[PS. Note that a station may also
B+ MypV + MypL andTs < B+ MypV + 2MypL enter the sleep mode in the middle of a CFP after it and the
should also be satisfied for the unidirectional and bidirectionBIC transmit packets to each other and their queues become
cases respectively. empty. The equation above does not explicitly account for this
and approximates this case by considering it equivalent to the
sleep state entered just after the beacon transmission. However
simulation results show that the effect of this approximation

We evaluate the expected delay experienced by an arbitrirynarginal.
packet arriving at theth polled node by extending the analysis
in Sections Il and IV. We break the analysis into two parts; , _
(1) the delay experienced when the packet arrives while the Arrivals in the Power Save Mode
station is in the PS mode and (2) when the arrival occurs whilewhen an arrival occurs while the station is in the PS mode,
the station is in the AM. In the active mode, the operation ¢f has to wait till the end of the sleep period before its
nodes is identical to the case where no power managemengdsvice starts. The sleep period corresponding to each node
used and we can reuse the results of Sections Il and IV o of duration STs — B seconds. If we denote the instant
evaluate the delays in this case. We now evaluate the delaysthe tagged packet's arrival relative to the start of the
when the arrivals occur while the station is in the PS modeleep period byt, it has to wait forSTs — B — t seconds
In the discussion below we assume bidirectional traffic. ~ before the sleep period ends. In addition, it must wait for

A station may go into the sleep mode if there are no packete other arrivals before it in the current sleep period to be
queued up for it at the PC or in its own queue. Also, eveserved and if there are such packets, a waiting time of
if there are packets queued up, the station may go into th&s seconds is introduced before the start of the superframe
sleep mode at the end of the CFP and wake up again for thirere the tagged packet receives service. We denote the wait
next beacon. In the latter case, the station gets served in evieryhe final superframe by rr. Thus the total time before
superframe and while there are energy savings, the delay sty packet begins service in this cas¥, pg, is given by
the same as in the active mode. We thus include the analyXisps = STs — B —t + kTs + Xppg.
for this case in the analysis for the active mode. Thus in theFollowing the arguments in Section Ill, the arrival instant
rest of the paper, in theleepmode, we only consider the of the tagged arrival relative to the start of the sleep period is
scenario where the station goes into sleep because it hasunfformly distributed and i¢/[0, STs — B]. ThusSTs — B —t
outstanding packets queued up. In these cases, the station g@&s follows the same uniform distribution and(i§0, STs —
into the doze mode and wakes up for evéf} beacon and B]. Now, given that packet inter-arrival times are exponentially
thus stays in the doze mode f&7Ts — B seconds before distributed, the pmf of the number of arrivais before the

VI. DELAY WITH POWER MANAGEMENT

waking up to receive a beacon. tagged packet is given by

To evaluate the probability that an arbitrary arrival finds o
the node in the sleep mode, we now characterize the fraction Pl=k|t]= (At)"e (29)
of time a node stays in the sleep mode. We consider the k!

behavior of the node at every beacon that it receives. If at thusE[x | 1]

. = At and. To evaluate the distribution of
the end of the beacon (and the TIM) a station does not haX%R’ we note that if there aré nodes with data to send

any packets to transmit and the PC does not have any packelyng the2; — 1 nodes (we consider the downstream queues
queued up for it, the station goes in the sleep mode for,@ihe pc for each station as a node) polled before nothe

duration of STs — B second;. That is, in the duraticfi’’s acket has to wait foB +iV + kL seconds before its service
sec_onds between the reception of two beacons, the node s Gins. Since: follows the Binomial distribution of Eqn. (3)
active for the beacon of duratio® seconds and dozes for, iip 17 — 9; — 1, the pmf of X, is given by

STs — B seconds. Also, the probability that both the node’s

queue as well as its corresponding queue in the PC are empty 2i—1Y\ , %—k—1 . _ ,

is (1 — p)®. On the other hand, if at least one queue is NOR[X pp=1]= k)P (1=p) z=B+iV+kL
empty (with probabilityl — (1—p)?), the node stays awake for 0 otherwise

the CFP and also for the next beacon and the fraction of time (30)

the node stays in the sleep mode in fhig seconds betweenwith 0 < k& < 2¢ — 1 and the expected value ofrr is
two successive beacon receptions is thus zero. The nodB{sXrr] = B + iV + (2i — 1)pL. The total time before the
state is thus a two-state semi-Markov process correspondjragket receives service is then

to the active and sleep states with — p)?(STs — B) and

(1 — (1 — p)?)(Ts + B) being expected time spent in eachE[Xirs] = E[STs — B —t]+ E[E[x | i]] Ts + E[XFr]
state, respectively. The probability that a station is insieep STs—B AT STs—B + B4V 4 (2i—1)pL
mode at any arbitrary instant of time is then given by fraction 2 2

of the time spent in the sleep state:
I pent | P The expected delay at th# node is given by

(1—p)*(STs — B)

P[PS = (1 _ p)2STS + (1 _ (1 _ p)Q)TS (28) Dz},PS = E[Xi,PS} + L. (31)
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B. Arrivals in the Active Mode Note that the summations above evaluate the cases where the

When arrivals occur in the active mode, the operation of ttfgimber of active nodes before 1 node is less than or equal
nodes is identical to the case where no power managemerfQig- AlSo, the first summation corresponds to the firshodes
used. We can thus use the expressions from Section IV While each subsequent summation corresponds to nedes

evaluate the delayD; 47, in this case. Thus we have to s —1. (i.e. nodem + k — 1). l\_lpw the probability of service,
e P[s];, is equal to the probability that less than— 1 of the
Do+ |Is PL*(2i-1)(~p) L)\1— preceding nodes have data to send in the superframe. Thus
i, AM + +L|(1-p) -
1-ATs | 2 Ts 22) using Eqn. (34),P[s]; = Pr[m — 1];.

Note that the expression foNyq used in the equation
above now becomes only an approximation. The degree Qf Arrivals at an Empty Queue

approximation decreases as the load increases and as can be i
seen in the simulation results, the error introduced for low !N the superframe the tagged packet arrives, the node does
loads is quite small. not receive any service with probability- P[s];, and waits for

an average of s /2 seconds before the superframe ends. Now
C. Overall Delay in each supsequent s.l,!perframe, the node is able to transmit
} , a packet with probabilityP[s]; and the average number of
The expressions for the delays of the previous two subynerframes required to transmit is thiysP|s];. Let X be
sections can now be combined to obtain the expression {k time the packet spends in the final superframe before it is
the delay experienced by an arbitrary arrival. The expectgly transmitted. Nowyn — 1 or fewer of the nodes before
packet delay at nodeis given by the i node in the polling list must have data to send in this
D; = Di an P[AM] + D; psP[PS (33) superframe for nodéto get a transmission attempt. From Eqn.

) ) (34), the probability thak or fewer preceding nodes are active
where D; 4y and D;,ps and given in Eqns. (32) and (31).gjven thatm — 1 or fewer nodes are activer[k|m — 1]; =
respectively and’[PS (and P[AM] = 1 — P[PS) is given in ~ Pr(x]; B ’

Eqn. (28). Prim—1];" 0<k<m-—1.Then

Prlk];—Pr[k—1]; _ .
VIlI. SHORT CFP DURATIONS P[XNR:x]:{Pr[ml]i r=B+iV+EkL
0 otherwise

We now extend our model to the case where the CFP
duration may not be large enough to serve all the nodes in . 1 Prlkl— Prik—1l:
the same superframe. We assume that at mostodes may a”q_E[X,NR] = B +iV + LZ;LZO,l %..The
be served in a CFRu < M. Note that the firstn nodes yvamng t|me in this case of no service (NS) in the first CFP
in the polling list always get a chance to transmit in eadfi then given by
superframe and thus there is no change in their delay model Ts 1
from the analysis in Section Il (Eqn. (20)). However, nodes ~ E[Xins = =~ + <P[s] - 1> Ts + E[Xyr]  (36)
betweenm + 1 to M in the polling list may have to wait !
for multiple CFPs (i.e. superframes) before they are servdd. case that the node receives service (S) in the first CFP,
Note that a strictly round robin polling scheme where the B&e again have the two cases C1 and C2 as in Section IlI-A
continues polling from where it left off in previous CFP wouldcorresponding to arrival before and after poll respectively, with
result in a “fair” and statistically same performance at eagirobabilities given in Eqn. (13). Following the arguments of
node. While our analysis can be easily extended to this caSection IlI-A and those for the derivation &[X;]ys above,
in this paper we only concentrate on the strictly prioritizethe waiting times for cases C1 and C2 are given by
polling.

(39)

For nodesm + 1 < ¢ < M, we again break the analysisE[Xi.j,CﬂS — B+iV+jL
in two parts: arrivals in an empty and a non-empty queue. 2 )
We first start with obtaining the probability that ti€ node g, . .,)s = Is—B—1V-jL ( 1 _1> Ts+E[Xnr]
receives service in an arbitrary CFP, denotedHjy];. Note 2 Pls];

that P[s]; =1, u; = 1/Ts andp; = p = AT for 1 <i < m.
Form+i <1< M, u; = P[S]l/TS andp,» = )\Ts/P[SL
Now, the probability of service’[s]; of hodei, m+1 < i <
M, depends on the probability that less thanof thei — 1
nodes before it have packets to send in the superframe. Denote

Combining the three cases above and adding the packet service
time of L, the expected delay when the arrival occurs on an
empty queue is given by

rljli — Prij — 1

m—1
P

i = m + k. Now, the probability that or less of thei — 1 Dipqg = Z E[X; ] ]JDr[m _— (37)
nodes and active is given by j=0 !

j min{l,j—lo} min{l,j—lo——lx_2} m

. 1 3

Prijlizmir = IZO IZO z ZO (lo>P ’  B. Arrivals at a Non-Empty Queue

0= 1= k—1=

1 - s L We now consider the case when an arrival occurs at a non-
1y I - U "
(A=) Pt (L=pmt1) ™ - P s (L= Pmak1) ™" empty queue and sees an averag&hiy ] packets waiting

(34) which must be served before the tagged packet gets service. In
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Parameter Value 10 : : : ‘ ‘ ‘ ‘
Transmission powe 281.8 mW o9 : ' Analyss —
— 08L - Simulation: oo J
Transmission range| 250 meters | Te=28msec
Slot time 20 psec 0.7 : : ‘ ‘ AR ‘ g
SIFS 10 usec QOB )
DIFS 50 psec S05 S
PIFS 30usec 804* . ’
CFPriMax 30 msec 031 e S A
Channel bandwidth| 2 Mbps 0.2 - S
Beacon 209 psec Qb
CF-Poll 209 psec 00, 5 110 e
30
CF-End 209 psec Arrival Rate (packet/sec)
CF-ACK 153 usec
Packet size 520 B Fig. 4. Simulation and analytic results for unidirectional transfer with 10
nodes.
TABLE |
SIMULATION SETTINGS 10 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ’
O palysis -
op - STUEOR e 1
h (14 o RRE R R R LR RS SERRRTEE SEREREES PR FERRRRRES
the case where th&" node is not served in this superframe, __ ggh it
following the derivation in the previous subsection 305, hiiin ] Tsp2smeec
Ts Ts 1 | SRR KCION FIRMRY SRS 28 M SN (EAM
E[X; = —+FE[Nng| =+ | == —1)Ts+E|X ‘ ‘ ‘ ‘ ‘ ‘ ‘
Pilws = 57+51 NQ}P[SL’ <P[S]i > st Q3 e T
(38) 02 it S
where Xy is given in Eqn. (35). For the case when the gLl il A ]
it node gets served in this superframe, again we have the gg o ¢ S i S i i
two cases C1 and C2 with probabilities given in Eqn. (16). 6 5 10 1 2 25 3 Fz 40 &b
. . . . . Arrival Rate (packet/sec)
Following the derivation of Section IlI-B and the subsection
above, we have Fig. 5. Simulation and analytic results for bidirectional transfer with 5 nodes.
2Ts—B—iV —(j+1)L Ts
E[X;jco1ls = 5 +(E[NNQ}—1)W
(]
1 simulation code. The simulations were carried out for different
+ (P[S}' - 1) Ts + E[XNR] (39) network sizes and parameter settings as indicated in in Table
T —B—ziV—( 1)L T I. In the simulations, we considered a circular region of radius
E[X;jcols = S J + E[Nng] s 240 meters with the base station at the center and all other
2 Plsl; nodes within its range.
+ ( 1 1) Ts + E[Xng] (40) In Figure 4 we compare the simulation and analytic results
P[s]; (from Eqgn. (20)) for the unidirectional traffic case when there

Combining the three cases above and adding the packet serdite8 nodes in the network. We show two cases corresponding
time of L, the expected delay when the arrival occurs on a not® CFPri or7s values of 23 msec and 28 msec and in both
empty queueD; yrq, is given by Eqgn. (37) after substitutingcases we note the close match between the simulation and
Eqgns. (38), (39) and (40) fol?[X;]ys, E[X;jc1]s and analytic results. The delays are presented for 1Kk node
E[X; ;c2)s respectively. in the polling list. We also note that having a shorigy
supports higher arrival rates for a given delay requirement.
C. Overall Delay In Figure 5 we compare the analytic model of Eqn. (23) for
o ) ) the bidirectional transfers with the simulations results for a
Combining the expressions for the cases of arrivals at empRrwork with 5 nodes and values of 30 msec and 25 msec.
and non-empty queue, we have The delays are presented for t8% node in the polling list.
D; = D; po(1 — p;) + Di npopi (41) We again note the close match which validates our model.

) ) _ ) Similar results were obtained for other network siz&,
and the expected delay for an arbitrary arrival, is obtained |engths and packet sizes.

by substitutingE[Nyg] = AD;/p; in the equation above and

. , In Figure 6 we plot the number of nodes that can be sup-
solving forD;,, m+1<i < M.

ported by the unidirectional and bidirectional cases as obtained
using simulations and the analytic results of Section V for
VIII. SIMULATION RESULTS different superframe sizes. The curves represent a scenario
In this section we validate the analytic models proposetdth a delay requirement of 150 msec which corresponds to
in the previous sections by comparing them with simulatiaime bound specified for excellent quality voice transmissions
results. These simulations were carried out using our ofé]. The packet arrival rate was 33 packets per second with
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45 T 0.6 T
0k N
o5 R R AR RS PERREE +1
35 - Andysis
8 30 - — 04 F------- Smulat|0n+ ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, N
8 o :
o 251 4 B
S vos ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
B . &=
€ D
S [a)
=z 15 - 0
10 =
(025 e e e S -+
B ]
i i i i | 0.0 — —
0.005 0.010 0.015 0.020 0.025 0.030 o 5
CFPri (sec) Arrival Rate (packet/sec)
Fig. 6. Number of allowable nodes for voice traffic. Fig. 8. Simulation and analytic results when not all nodes can be served in
a superframer, = 8 and M = 15).
0.9
08 Si Rﬁ'ugléiiéh;ifs&%hiééé' Ty o AR |
,,,,,,,,, nalysis Isssumsee —— ] i i iti i iSSi
07 - Simulation Te=28msec : ; ; simulations. In addition, a simple admission control strategy
06 k- AndlySsTS=28mseC S A L S 4 for the base stations was proposed and its results were verified
Tosk R L L L N i using simulations.
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IX. CONCLUSIONS

In this paper, we presented an analytic model to evalual
the delays is wireless networks using the IEEE 802.11 PCF :
the MAC layer protocol, with and without power management
Closed form expressions for the delays at each node we
obtained using a queueing model for the cases with bo
unidirectional as well as bidirectional traffic. The model is _ _ :
able to a‘_ccount for arbitrary (but fixed) pagket s.izes, pomrﬁgplude wireless MAC Ir?rstttlg’(l:tgl’s,T;?tl\’/vcz\:\k(‘ rcLJJu?iﬁ.g g:?d rrisljelgléggt Irr)]:gtrg(fésls,
frequencies, channel rates and the order in which a nodendsvork security and queueing theory. Dr. Sikdar is a member of IEEE, Eta
polled. The accuracy of these expressions was verified usiffppa Nu and Tau Beta Pi.




