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An Analytic Model for the Delay in
IEEE 802.11 PCF MAC based Wireless Networks

Biplab Sikdar

Abstract— In this paper, we present an analytic model for
evaluating the queueing delays at nodes using the IEEE 802.11
Point Coordination Function (PCF) MAC for real time, delay
sensitive traffic. We develop a queueing model to obtain closed
form expressions for the expected delay at each node which
accounts for arbitrary (but fixed) packet sizes, polling rates,
channel rates and the order in which the nodes are polled. The
model is then further extended to account for the delays when
the nodes use power management, and for cases when not all
nodes are served in a frame. Our analytical results are verified
through simulations. The model is also extended to evaluate the
number of nodes that can be supported by a base station while
satisfying an arbitrary delay requirement at all nodes and can be
used as a mechanism for admission control by the base station.

Index Terms— Wireless LAN, queueing analysis, modeling.

I. I NTRODUCTION

T HE IEEE 802.11 MAC [5] has become ubiquitous and
gained widespread popularity as a layer-2 protocol for

wireless local area and in-home networks. With increasing
deployment, the services supported by such networks have
started to migrate from the traditional data applications to var-
ious forms of interactive multimedia involving voice and video
[4], [11], [13] transmissions as well as multiplayer network
gaming [3]. Supporting these real-time applications requires
that the MAC layer provide sufficient delay guarantees and
the Point Coordination Function has been included in 802.11
to achieve this objective. This paper analytically characterizes
the delays experienced with the 802.11 PCF and provides
a framework for doing admission control in such networks
by determining the maximum number of users that can be
supported by the 802.11 PCF while satisfying a given delay
constraint.

While PCF is simpler and can provide stricter Quality of
Service (QoS) guarantees as compared to the more widely
deployed Distributed Coordination Function (DCF), it has
received considerably lesser attention and deployment. While
it is partly due to the fact that PCF is optional in the standards
while DCF is not, other contributing reasons are overhead
issues in extremely large networks and the fact that parameters
settings and other specifications in the standards have been left
largely open. Detailed studies and analytic tools to quantify
the effect of various network settings on PCF’s performance
are necessary to to facilitate the widespread deployment and
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harness the performance benefits of the PCF and this paper is a
step in that direction. Also, though DCF provides satisfactory
performance in scenarios with limited number of users such
as homes, in more crowded scenarios, DCF fails to provide
the requirements of delay sensitive applications [10]. In these
scenarios, PCF is a viable protocol choice due to its ability to
provide strict delay guarantees (note that the Enhanced DCF in
the 802.11e specifications provides only QoS differentiation,
not delay guarantees). As public wireless hot spots and voice
and video streaming applications become ubiquitous, MAC
layer protocols with strict QoS support like PCF will become
more important. Finally, PCF can help avoid denial of service
attacks by outside users (and the associated delays) which can
be hard to detect and control in DCF based systems.

The delay characteristics of the 802.11 PCF has been
extensively studied using simulations [2], [12]. The effect of
different polling strategies on PCF performance is presented
in [14] while the performance of video transmission with
PCF has been investigated in [8], [9]. However, these are
all simulation studies, and to the best of our knowledge, no
detailed queueing or analytic models for 802.11 PCF exists
in literature. Also, to the best of our knowledge, no models
exist to evaluate the delays in the case of nodes using power
management. This paper addresses this issue by proposing a
queueing model and closed form expressions for the expected
delay at each node. In [11] the maximum number of nodes
that can be supported by a 802.11 PCF network to support
voice transmissions has been evaluated using simulations. In
contrast, we use the expressions from our analytic model to
provide a framework for doing admission control by the base
station in order to support the given delay constraints.

This paper first proposes a detailed queueing model to
evaluate the delays experienced by nodes using 802.11 PCF
as the MAC protocol. Our model allows for arbitrary number
of users in the network, their packet arrival rates and packet
lengths and both unidirectional and bidirectional data transfers.
The model evaluates the delays as a function of various 802.11
specific parameters like the superframe and beacon lengths,
facilitating the estimation of the tradeoffs involving the values
of these parameters and the system performance. Next, the
paper provides a framework for determining the maximum
number of stations that can be supported by a base station
given a certain delay constraint and using it for admission
control. Finally, the analysis is extended to the case where the
nodes employ power management strategies where nodes may
stay in the active mode (AM) or switch to the power save (PS)
or doze mode in order to save energy. Our analysis has been
validated using simulations.
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The rest of the paper is organized as follows. In Section
II we give a brief overview of the 802.11 PCF. Section III
presents our delay model for the unidirectional data transfer
case while Section IV extends it for the bidirectional case.
In Section V we present the admission control strategy and
Section VI and VII extend the analysis for power management
and short frame durations. Finally, Section VIII presents the
validation results and Section IX presents the concluding
remarks.

II. BACKGROUND

In addition to the physical layer specifications, the IEEE
802.11 standard [5] specifies two methods for medium access:
DCF and the PCF. While DCF uses a distributed mechanism
for channel access and is not the focus of the paper, in PCF
the nodes are polled by a “master” residing within the base
station. The channel access mechanism alternates between the
DCF and PCF modes when PCF is implemented. The duration
of time the DCF is used for channel access is termed the
contention period (CP) and the polled duration is called the
contention-free period (CFP). The lengths of the CP and the
CFP is controlled explicitly by the contention free period
repetition interval (CFPri). We call a CFPri duration where
the PCF and DCF alternate a “superframe”.

Each CFP begins with a beacon frame and the CFPs occur
at a defined repetition rate as determined by the CFPrate
parameter. The length of the CFP is controlled by the PC,
with the maximum duration specified by the value of the
CFPMaxDuration parameter, and the remainder of the frame
spent for DCF. With PCF, the access to the channel is
determined centrally by the base station, usually referred to
as the Point Coordinator (PC) and provides a contention free
transfer service. The PC gains control of the medium at the
beginning of the CFP and maintains control for the entire CFP
by waiting for a shorter time between transmissions than the
stations using the DCF access mode. All stations other than
the PC set their NAVs to the CFPMaxDuration at the start of
each CFP. The PC transmits a CF-End or CF-End+ACK frame
at the end of each CFP and on receiving either of these frames,
a station resets its NAV. During the CFP, the base station polls
the nodes for asingle pending frame transmission according
to a list ordering of their association with the base station,
known as the polling list. The PC starts CF transmissions a
SIFS interval after the beacon frame by sending a CF-Poll
(no data), Data or Data+CF-Poll frame. If a station receives a
CF-Poll (no data) frame from the PC, the station can respond
to the PC after a SIFS interval with a CF-ACK (no data) or
a Data+CF-ACK frame. If the PC receives a Data+CF-ACK
frame from a station, it can send a Data+CF-ACK+CF-Poll
frame to a different station where the CF-ACK part is used
to acknowledge receipt of the previous data frame. If the PC
transmits a CF-Poll (no data) frame and the destination station
does not have any data to transmit, the station sends a Null
Function (no data) frame back to the PC. If the PC fails to
receive an ACK for a transmitted data frame, it waits for a
PIFS interval and moves on to the next station in the polling
list. Figure 1 shows the transmission of frames between the
PC and stations. The figure shows the piggybacking of poll
and ACK packets with data by the PC and the data and ACK
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Fig. 1. PC to station frame transmissions in PCF.

busy medium

(in beacon)
TIM

awake state

beacon interval

transmission
frame

PC activity

station activity

Fig. 2. Power management operation in IEEE 802.11 PCF.

by the stations as well as an unresponsive node (node 3) which
does not respond to polls from the PC.

The IEEE 802.11 standard also specifies a power manage-
ment strategy wherein a station may either be in the active
mode where it is fully powered and may receive frames at
any time or be in the power save mode. In the PS mode, the
station stays in the doze state where it is unable to transmit
or receive and consumes very low power. Also, the station
enters the awake state to receive selected beacons and transmit
and receive frames. Stations inform the PC about their state
using the Power Management bits within the Frame Control
field of transmitted frames. The PC buffers frames destined for
stations in the PS mode and stations with buffered frames are
identified in a traffic indication map (TIM) which is included
in each beacon generated by the PC. On receiving a TIM
indicating buffered frames for it, a station stays awake until
the buffered frame is received. If the More Data field in the
Frame Control field of the last frame from the AP indicates
more traffic is buffered, the node may enter the doze state
during the contention period and wake again at the start of
the next CFP. Figure 2 illustrates PC and station activity with
power management where we show the TIM transmissions by
the PC (in the middle row) every beacon interval (shown by
the time axis in the top) and the activity of a node in the
PS mode (bottom). The node stays awake only for the TIM
transmission when it does not have any data to send or receive
(for example in the first two TIMs) but stays awake for longer
if any data is to be transferred (third TIM).

III. A NALYSIS

In this section we present our model to evaluate the delays
experienced by stations using the PCF mode to transmit their
data and power management is not used and PCF and DCF
alternate in each superframe. We first introduce the notation
used in this paper and our assumptions.
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An arbitrary number of nodes,M , use the PCF mode to
transmit their packets. The packet inter-arrival times at the
ith node are assumed to be exponentially distributed with rate
λi, 1 ≤ i ≤ M . The results obtained in this paper under
this Poisson traffic assumption may be thought of as a lower
bound on the delays obtained under more bursty and correlated
traffic models. The packet arrival process is assumed to be
independent of the departure process and the queue length.
We denote the duration of the superframe byTS , the duration
of the beacon byB, the length of a polling duration byV
and the expected length of a packet from theith polled node
by Li, 1 ≤ i ≤ M . Note that we include the lengths of the
SIFS and CF-Poll inV and SIFS and CF-ACK inLi. The
utilization of theith station is denoted byρi. Note that since
each polled stations gets to transmit once in every superframe,
the service rate of theith station isµi = 1/TS , 1 ≤ i ≤ M .
The utilizations are thus given byρi = λi/µi = λiTS . In
the derivations presented in this paper, we assume that the
arrival rates and packet lengths are the same at each node,
i.e., λi = λ, ∀i andLi = L, ∀i and thusρi = ρ = λTS , ∀i.
We assume that in each CFP, at most one packet is transmitted
by a node. This limited-1 polling mechanism ensures that the
CFP does not dominate the superframe duration and nodes
using DCF also get a fair chance to transmit their packets in
a superframe.

We evaluate the expected delay experienced by an arbitrary
packet arriving at theith polled node. We break the analysis
into two parts: (1) the delay experienced when the packet
arrived at an empty queue and (2) when the arrival occurred
at a non empty queue. The probability that an arbitrary arrival
finds the queue empty,P [EQ], is given by

P [EQ] = 1− ρ = 1− λTS (1)

and the probability that an arbitrary arrival finds the queue
busy,P [NEQ], is thus

P [NEQ] = 1− P [EQ] = ρ = λTS . (2)

Since the arrivals at each queue are independent and the
probability that a queue is busy is given byρ, the number
of active queues,j, at any instant of time, out ofM queues
follows a Binomial distribution and is given by

P [j active]=
(

M

j

)
ρj(1−ρ)M−j j =0, 1, · · · ,M (3)

In this section we consider the case where there is only
upstream traffic from the stations to the base station. The
model for case of bidirectional traffic is presented in Section
IV.

A. Arrivals at an Empty Queue

Consider an arrival at theith polled station whose queue is
currently empty and we call this arrival the “tagged arrival”. If
this station has not yet been polled in the current superframe
when the packet arrives, the packet gets served in the current
superframe. Otherwise, the packet gets served in the following
superframe. Now, it is well known that with exponential
arrivals independent of the departure process in a slotted
departure system (for example a classical M/D/1 queue), an
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Fig. 3. Packet delays when arriving packet finds an empty queue.

arrival is equally likely to occur anywhere in a slot or frame
[7], [1]. In our case,given that an arrival occurs in a given
superframe, the arrival instance is thus uniformly random
variable over[0, Ts] relative to the start of the superframe.
Consider the case wherej of the i − 1 nodes polled before
the ith node in a given superframe have data to send. In this
case, a period ofB + (i − 1)V + jL seconds elapse in the
superframe before theith node is polled andB + iV + jL
seconds elapse before it has to reply to the poll. Thus if the
tagged arrival occurs in this duration, it gets served in this
superframe. Otherwise it waits for the next superframe.

Since the arrival instant,t, of any packet relative to the
start of its superframe is uniformly distributed (U [0, TS ]), the
probability that the tagged packet arrived at nodei in the first
B + iV + jL seconds is given by

P [t ≤ B + iV + jL] =
B + iV + jL

TS
. (4)

In this case (which we call case C1), the packet waits till the
ith node is polled and is then transmitted, as shown in Figure
3. The time the packet waits before it begins service,Xi,j,C1,
is thusXi,j,C1 = B+iV +jL−t after which it receives service
for anotherL seconds before departing the system. We will
now characterize the distribution ofXi,j,C1. The probability
distribution function (PDF) oft given that the arrival occurred
in the first B + iV + jL seconds of the superframe is given
by

P [t ≤τ | t ≤B+iV +jL] =
P [t ≤τ, t ≤ B+iV +jL]

P [t ≤ B + iV + jL]

=
τ

B + iV + jL
(5)

which is an Uniform distribution in the range0 to B+iV +jL.
Now, note that if a random variableY is uniformly distributed
in the range0 to a, then the random variablea − Y is
also uniformly distributed in the range0 to a. Following
this observation, since the conditional PDF oft is uniformly
distributed in the range0 to B+iV +jL, the conditional PDF
of Xi,j,C1 = B + iV + jL− t is also an Uniform distribution
in the range0 to B + iV + jL, i.e., U [0, B + iV + jL]. The
expected value ofXi,j,C1 is thus

E[Xi,j,C1] = E[U [0, B + iV + jL]] =
B + iV + jL

2
. (6)

In the case where the packet does not arrive in the first
B + iV + jL seconds of the superframe (which we call case
C2), i.e. t > B + iV + jL, the packet has to wait till the
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remaining part of the superframe (TS − t) is over and node
i is polled in the following superframe. The PDF oft given
that the arrival occurred after the firstB + iV + jL seconds
of the superframe is given by

P [t ≤τ | t > B+iV +jL] =
τ −B + iV + jL

TS −B + iV + jL
(7)

which is an Uniform distribution in the rangeB + iV + jL to
TS , i.e.,U [B + iV + jL, TS ]. Again we note that if a random
variableY follows a Uniform distributionU [a, b], thenb−Y is
uniformly distributed in the range0 to b− a, i.e. U [0, b− a].
Thus the duration of the remaining part of the superframe,
TS − t, is also uniformly distributed and isU [0, TS − B −
iV − jL].

In the following superframe, if there arek nodes with data
to send among thei− 1 nodes polled before theith node, the
tagged packet has to wait forB + iV + kL seconds before
its service begins. Since the probability that there arek nodes
with data amongi− 1 nodes follows a Binomial distribution
as given in Eqn. (3), the probability mass function (pmf) of
this waiting time,XFR, is given by

P [XFR =x]=
{ (

i−1
k

)
ρk(1−ρ)i−k−1 x=B+iV +kL

0 otherwise
(8)

with 0 ≤ k ≤ i − 1 and the expected value ofXFR is given
by

E[XFR] = B + iV + (i− 1)ρL. (9)

Thus the amount of time,Xi,j,C2, before the packet begins
its service isXi,j,C2 = TS − t+XFR. The expected value of
Xi,j,C2 is thus

E[Xi,j,C2] = E[U [0, TS−B−iV −jL]] + E[XFR]

=
TS−B−iV −jL

2
+B +iV +(i−1)ρL (10)

To find the expected waiting time in the systems when an
arrival occurs at an empty queue given thatj of the i − 1
nodes before theith node send data in the current superframe,
we combine the waiting times of the above two cases. This
expected waiting time,Di,j,EQ, is given by

Di,j,EQ = E[Xi,j ] + L (11)

with

E[Xi,j ] = E[Xi,j,C1]P [C1] + E[Xi,j,C2]P [C2] (12)

whereE[Xi,j,C1] and E[Xi,j,C2] are given in Eqns. (6) and
(10) respectively andP [C1] and P [C2] are the probabilities
that the arrival occurs in the firstB + iV + jL seconds of the
superframe or not, respectively. As discussed earlier in this
section, these are given by

P [C1] =
B + iV + jL

TS
and P [C2] = 1−B + iV + jL

TS
(13)

Putting these values in Eqn. (12),E[Xi,j ] can be simplified
to

E[Xi,j ] =
T

2
+

(B + iV + jL)2

TS
− (B + iV + jL)

+E[XFR]
TS −B − iV − jL

TS
(14)

which can now be used in Eqn. (11) to obtainDi,j,EQ. The
expected delay at theith node, Di,EQ is then obtained by
unconditioning Eqn. (11) onj. Recall that j denotes the
number of nodes among thei− 1 polled ahead of nodei had
packets to send in an arbitrary superframe and has a Binomial
pmf given in Eqn. (3) withM = i− 1. ThusDi,EQ is given
by

Di,EQ =
i−1∑

j=0

(E[Xi,j ] + L)
(

i−1
j

)
ρj(1− ρ)i−j−1

=
TS

2
+

ρL2(i− 1)(1− ρ)
TS

+ L (15)

B. Arrivals at a Non-Empty Queue

We now consider the case when an arbitrary arrival to the
ith polled node finds the queue non-empty and we denote the
number of packets in the queue found by this packet byNNQ.
Consider again the case wherej of the i − 1 nodes polled
before nodei have packets to send in the current superframe.
Then the probabilities of the events C1 and C2 in this case
are given by

P [C1] =
B+iV +(j+1)L

TS
P [C2] = 1−B+iV +(j+1)L

TS
(16)

where thej + 1 terms comes from the fact that in addition to
the j nodes, nodei is also transmitting.

In case theith node has not yet been served when the tagged
packet arrives (case C1), one of theNNQ packets currently
waiting in the queue at nodei gets served during this super-
frame. If we denote the instant of the tagged packet’s arrival in
the superframe byt, it has to wait forTS−t seconds before the
current superframe ends. The tagged packet then has to wait
for anotherNNQ− 1 packets to depart, with one departure in
one superframe or(NNQ−1)TS seconds before the start of the
superframe where it receives service. We denote the waiting
time in the final superframe byXFR and its distribution and
expectation is given in Eqn. (8) and (9) respectively. Thus
the total time before the packet begins service in this case,
Xi,j,C1, is given byXi,j,C1 = TS− t+(NNQ−1)TS +XFR.

Following the derivation in Eqn. (5), the PDF oft given that
the arrival occurred in the firstB + iV +(j +1)L seconds has
the Uniform distributionU [0, B+ iV +(j +1)L]. ThusTS− t
follows the Uniform distributionU [TS−B−iV −(j+1)L, TS ].
The expected value ofXi,j,C1 is thus

E[Xi,j,C1] = E[TS − t] + E[(NNQ − 1)TS ] + E[XFR]

In the case where the tagged arrival occurs after theith node
has been served in the current round (case C2), at the end
of the current superframe, there are stillNNQ packets ahead
of the tagged packet. Thus at the end of a furtherNNQTS

seconds, the superframe in which the tagged packet gets served
starts. The total time before the packet begins service in this
case,Xi,j,C2, is then given byXi,j,C2 = TS − t + NNQTS +
XFR. Now, following the derivation of Eqn. (7), the PDF of
t given that the arrival occurred after the firstB + iV + (j +
1)L seconds of the superframe has the Uniform distribution
U [B + iV + (j + 1)L, TS ]. Thus TS − t is also uniformly
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distributed and isU [0, TS−B− iV − (j +1)L]. The expected
value ofXi,j,C2 is thus

E[Xi,j,C2] = E[TS − t] + E[NNQTS ] + E[XFR]

Combining the two cases above, the expected waiting time at
the ith node,Di,j,NEQ = E[Xi,j ] + L, is given by

Di,j,NEQ =
TS

2
+E[NNQ]TS +E[XFR]−B−iV −jL

Unconditioning the above equation onj and recalling thatj
follows the Binomial distribution of Eqn. (3) withM = i−1,
the expected delay at theith node,Di,NEQ is given by

Di,NEQ =
i−1∑

j=0

Di,j,NEQ

(
i−1
j

)
ρj(1− ρ)i−j−1

=
TS

2
+ E[NNQ]TS (17)

C. Overall Delay

The expressions for the delays of the previous two sections
can now be combined to obtain the expression for the delay
experienced by an arbitrary arrival. The expected packet delay
at nodei is given by

Di = Di,EQP [EQ] + Di,NEQP [NEQ] (18)

=
TS

2
+ ρE[NNQ]TS +

[
ρL2(i− 1)(1− ρ)

TS
+ L

]
(1− ρ)

whereP [EQ], P [NEQ], Di,EQ andDi,NEQ are given in Eqns.
(1), (2), (15) and (17) respectively. Note however, that the
expressionE[NNQ] is the expected number of packets seen
an arrival given that the queue is non-empty. The expected
number in the queue seen by an arbitrary arrival,E[N ] =∑∞

i=1 iP [N = i] is related toE[NNQ] by

E[NNQ] =
∞∑

i=0

iP [N = i, NEQ]
P [NEQ]

=
∞∑

i=1

iP [N = i]
ρ

=
E[N ]

ρ

(19)
where P [N = i, NEQ] represents the joint probability that
there arei packets in the queue and the queue is non-
empty. Also from Little’s LawE[N ] = λDi. Thus we have
E[NNQ] = λDi/ρ and substituting this in Eqn. (19) we have
the final expression forDi

Di =
1

1− λTS

[
TS

2
+

(
ρL2(i− 1)(1− ρ)

TS
+ L

)
(1− ρ)

]

(20)

IV. B I-DIRECTIONAL TRAFFIC

We now consider the case where the base station also has
traffic to send to the nodes. The derivations for this case are
exactly the same as for the unidirectional case (and the details
are thus omitted) except for one small change. Now instead of
at mosti− 1 nodes which may transmit their packets before
node i is polled, we can have at most2i − 1 nodes. This is
because the base station may also have traffic for each of the
i − 1 nodes as well as theith node before nodei is polled.

With this change, the pmf of the number of active queues,J
before theith node follows the Binomial distribution

P [J = j] =
(

2i− 1
j

)
ρj(1− ρ)2i−j−1 0 ≤ j ≤ 2i− 1

(21)
Using this change in the results for the previous section, the
expected delay at theith given that the arrival finds an empty
queue,Di,EQ is given by

Di,EQ =
TS

2
+

ρL2(2i− 1)(1− ρ)
TS

+ L (22)

while the delay given that the packet arrives at a non-empty
queue stays the same. Thus the final expression for the packet
delay at theith node is given by

Di =
1

1− λTS

[
TS

2
+

(
ρL2(2i− 1)(1− ρ)

TS
+ L

)
(1− ρ)

]

(23)

V. A DMISSION CONTROL

In this section, we use the expressions derived in the
previous two sections to develop a very simple rule which can
be used at a base station for doing admission control. The goal
is to develop an expression which can calculate the number of
nodes that the base station can accommodate for a given delay
constraint that needs to be satisfied at each of the nodes. Note
that while increasing the superframe size increases the number
of nodes that may be polled and served in the superframe, it
also increases the delay between successive polls at a given
node.

Let each node have the constraint that its expected packet
delay should be less thanδ and the maximum number of hosts
that can be supported by the base station beMUD andMBD

for the unidirectional and bidirectional cases respectively. Thus
for admission control, the base station just needs to evaluate
MUD andMBD and add a new station to its polling list only
if the current number of hosts is less thanMUD andMBD for
unidirectional and bidirectional cases, respectively. To evaluate
MUD and MBD we first note that the expressions for the
delays at the nodes for these two cases as given by Eqns. (20)
and (23) respectively and are increasing functions ofi, the
order in which the node is polled by the base station. Thus
the last station to be polled has the largest delay and if this
node satisfies the delay constraint, all other nodes will do so
too. Thus the delay at nodeMUD andMBD are given by

DMUD
=

1
1−λTS

[
TS

2
+

(
ρL2(MUD−1)(1−ρ)

TS
+L

)
(1−ρ)

]

(24)

DMBD =
1

1−λTS

[
TS

2
+

(
ρL2(2MBD−1)(1−ρ)

TS
+L

)
(1−ρ)

]

(25)
respectively. Since in order to satisfy the delay constraint we
should haveDMUD ≤ δ andDMBD ≤ δ, we have

MUD =
⌊

[2δ(1−λTS)− TS − 2(1− ρ)L] TS

2ρL2(1− ρ)2

⌋
+ 1 (26)

MBD =
⌊

[2δ(1−λTS)− TS − 2(1− ρ)L]TS

4ρL2(1− ρ)2
+

1
2

⌋
(27)
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Also, if it is required that all nodes on the polling list be
polled in each superframe, the additional conditionsTS ≤
B + MUDV + MUDL and TS ≤ B + MUDV + 2MUDL
should also be satisfied for the unidirectional and bidirectional
cases respectively.

VI. D ELAY WITH POWER MANAGEMENT

We evaluate the expected delay experienced by an arbitrary
packet arriving at theith polled node by extending the analysis
in Sections III and IV. We break the analysis into two parts:
(1) the delay experienced when the packet arrives while the
station is in the PS mode and (2) when the arrival occurs while
the station is in the AM. In the active mode, the operation of
nodes is identical to the case where no power management is
used and we can reuse the results of Sections III and IV to
evaluate the delays in this case. We now evaluate the delays
when the arrivals occur while the station is in the PS mode.
In the discussion below we assume bidirectional traffic.

A station may go into the sleep mode if there are no packets
queued up for it at the PC or in its own queue. Also, even
if there are packets queued up, the station may go into the
sleep mode at the end of the CFP and wake up again for the
next beacon. In the latter case, the station gets served in every
superframe and while there are energy savings, the delay stays
the same as in the active mode. We thus include the analysis
for this case in the analysis for the active mode. Thus in the
rest of the paper, in thesleepmode, we only consider the
scenario where the station goes into sleep because it has no
outstanding packets queued up. In these cases, the station goes
into the doze mode and wakes up for everySth beacon and
thus stays in the doze mode forSTS − B seconds before
waking up to receive a beacon.

To evaluate the probability that an arbitrary arrival finds
the node in the sleep mode, we now characterize the fraction
of time a node stays in the sleep mode. We consider the
behavior of the node at every beacon that it receives. If at
the end of the beacon (and the TIM) a station does not have
any packets to transmit and the PC does not have any packet
queued up for it, the station goes in the sleep mode for a
duration ofSTS − B seconds. That is, in the durationSTS

seconds between the reception of two beacons, the node stays
active for the beacon of durationB seconds and dozes for
STS − B seconds. Also, the probability that both the node’s
queue as well as its corresponding queue in the PC are empty
is (1 − ρ)2. On the other hand, if at least one queue is non
empty (with probability1−(1−ρ)2), the node stays awake for
the CFP and also for the next beacon and the fraction of time
the node stays in the sleep mode in theTS seconds between
two successive beacon receptions is thus zero. The node’s
state is thus a two-state semi-Markov process corresponding
to the active and sleep states with(1 − ρ)2(STS − B) and
(1 − (1 − ρ)2)(TS + B) being expected time spent in each
state, respectively. The probability that a station is in thesleep
mode at any arbitrary instant of time is then given by fraction
of the time spent in the sleep state:

P [PS] =
(1− ρ)2(STS −B)

(1− ρ)2STS + (1− (1− ρ)2)TS
(28)

and the probability that a station is in the active mode,P [AM ],
is thus P [AM ] = 1 − P [PS]. Note that a station may also
enter the sleep mode in the middle of a CFP after it and the
PC transmit packets to each other and their queues become
empty. The equation above does not explicitly account for this
and approximates this case by considering it equivalent to the
sleep state entered just after the beacon transmission. However,
simulation results show that the effect of this approximation
is marginal.

A. Arrivals in the Power Save Mode

When an arrival occurs while the station is in the PS mode,
it has to wait till the end of the sleep period before its
service starts. The sleep period corresponding to each node
is of duration STS − B seconds. If we denote the instant
of the tagged packet’s arrival relative to the start of the
sleep period byt, it has to wait forSTS − B − t seconds
before the sleep period ends. In addition, it must wait for
the other arrivals before it in the current sleep period to be
served and if there areκ such packets, a waiting time of
κTS seconds is introduced before the start of the superframe
where the tagged packet receives service. We denote the wait
in the final superframe byXFR. Thus the total time before
the packet begins service in this case,Xi,PS , is given by
Xi,PS = STS −B − t + κTS + XFR.

Following the arguments in Section III, the arrival instantt
of the tagged arrival relative to the start of the sleep period is
uniformly distributed and isU [0, STS−B]. ThusSTS−B−t
also follows the same uniform distribution and isU [0, STS −
B]. Now, given that packet inter-arrival times are exponentially
distributed, the pmf of the number of arrivalsκ before the
tagged packet is given by

P [κ = k | t] =
(λt)ke−λt

k!
(29)

and thusE[κ | t] = λt and. To evaluate the distribution of
XFR, we note that if there arek nodes with data to send
among the2i− 1 nodes (we consider the downstream queues
at the PC for each station as a node) polled before nodei, the
packet has to wait forB + iV +kL seconds before its service
begins. Sincek follows the Binomial distribution of Eqn. (3)
with M = 2i− 1, the pmf ofXFR is given by

P [XFR =x]=





(
2i−1

k

)
ρk(1−ρ)2i−k−1 x=B+iV +kL

0 otherwise
(30)

with 0 ≤ k ≤ 2i − 1 and the expected value ofXFR is
E[XFR] = B + iV + (2i − 1)ρL. The total time before the
packet receives service is then

E[Xi,PS ] = E[STS −B − t] + E [E[κ | t]] TS + E[XFR]

=
STS−B

2
+λTS

STS−B

2
+B+iV +(2i−1)ρL

The expected delay at theith node is given by

Di,PS = E[Xi,PS ] + L. (31)
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B. Arrivals in the Active Mode

When arrivals occur in the active mode, the operation of the
nodes is identical to the case where no power management is
used. We can thus use the expressions from Section IV to
evaluate the delay,Di,AM , in this case. Thus we have

Di,AM =
1

1−λTS

[
TS

2
+

(
ρL2(2i−1)(1−ρ)

TS
+L

)
(1−ρ)

]

(32)
Note that the expression forNNQ used in the equation
above now becomes only an approximation. The degree of
approximation decreases as the load increases and as can be
seen in the simulation results, the error introduced for low
loads is quite small.

C. Overall Delay

The expressions for the delays of the previous two sub-
sections can now be combined to obtain the expression for
the delay experienced by an arbitrary arrival. The expected
packet delay at nodei is given by

Di = Di,AMP [AM ] + Di,PSP [PS] (33)

whereDi,AM and Di,PS and given in Eqns. (32) and (31),
respectively andP [PS] (andP [AM ] = 1−P [PS]) is given in
Eqn. (28).

VII. SHORT CFP DURATIONS

We now extend our model to the case where the CFP
duration may not be large enough to serve all the nodes in
the same superframe. We assume that at mostm nodes may
be served in a CFP,m ≤ M . Note that the firstm nodes
in the polling list always get a chance to transmit in each
superframe and thus there is no change in their delay model
from the analysis in Section III (Eqn. (20)). However, nodes
betweenm + 1 to M in the polling list may have to wait
for multiple CFPs (i.e. superframes) before they are served.
Note that a strictly round robin polling scheme where the BS
continues polling from where it left off in previous CFP would
result in a “fair” and statistically same performance at each
node. While our analysis can be easily extended to this case,
in this paper we only concentrate on the strictly prioritized
polling.

For nodesm + 1 ≤ i ≤ M , we again break the analysis
in two parts: arrivals in an empty and a non-empty queue.
We first start with obtaining the probability that theith node
receives service in an arbitrary CFP, denoted byP [s]i. Note
that P [s]i = 1, µi = 1/TS andρi = ρ = λTS for 1 ≤ i ≤ m.
For m + i ≤ i ≤ M , µi = P [s]i/TS and ρi = λTS/P [s]i.
Now, the probability of serviceP [s]i of nodei, m + 1 ≤ i ≤
M , depends on the probability that less thanm of the i − 1
nodes before it have packets to send in the superframe. Denote
i = m + k. Now, the probability thatj or less of thei − 1
nodes and active is given by

Pr[j]i=m+k =
j∑

l0=0

min{1,j−l0}∑

l1=0

· · ·
min{1,j−l0−···−lk−2}∑

lk−1=0

(
m

l0

)
ρl0

(1−ρ)m−l0ρl1
m+1(1−ρm+1)1−l1 · · · ρlk−1

m+k−1(1−ρm+k−1)1−lk−1

(34)

Note that the summations above evaluate the cases where the
number of active nodes before theith node is less than or equal
to j. Also, the first summation corresponds to the firstm nodes
while each subsequent summation corresponds to nodesm+1
to i− 1 (i.e. nodem+k− 1). Now the probability of service,
P [s]i, is equal to the probability that less thanm − 1 of the
preceding nodes have data to send in the superframe. Thus
using Eqn. (34),P [s]i = Pr[m− 1]i.

A. Arrivals at an Empty Queue

In the superframe the tagged packet arrives, the node does
not receive any service with probability1−P [s]i, and waits for
an average ofTS/2 seconds before the superframe ends. Now
in each subsequent superframe, the node is able to transmit
a packet with probabilityP [s]i and the average number of
superframes required to transmit is thus1/P [s]i. Let XNR be
the time the packet spends in the final superframe before it is
finally transmitted. Now,m− 1 or fewer of the nodes before
the ith node in the polling list must have data to send in this
superframe for nodei to get a transmission attempt. From Eqn.
(34), the probability thatk or fewer preceding nodes are active
given thatm − 1 or fewer nodes are active,Pr[k|m − 1]i =

Pr[k]i
Pr[m−1]i

, 0 ≤ k ≤ m− 1. Then

P [XNR =x]=

{
Pr[k]i−Pr[k−1]i

Pr[m−1]i
x=B+iV +kL

0 otherwise
(35)

and E[XNR] = B + iV + L
∑m−1

j=0
Pr[k]i−Pr[k−1]i

Pr[m−1]i
. The

waiting time in this case of no service (NS) in the first CFP
is then given by

E[Xi]NS =
TS

2
+

(
1

P [s]i
− 1

)
TS + E[XNR] (36)

In case that the node receives service (S) in the first CFP,
we again have the two cases C1 and C2 as in Section III-A
corresponding to arrival before and after poll respectively, with
probabilities given in Eqn. (13). Following the arguments of
Section III-A and those for the derivation ofE[Xi]NS above,
the waiting times for cases C1 and C2 are given by

E[Xi,j,C1]S =
B+iV +jL

2

E[Xi,j,C2]S =
TS−B−iV −jL

2
+

(
1

P [s]i
−1

)
TS +E[XNR]

Combining the three cases above and adding the packet service
time of L, the expected delay when the arrival occurs on an
empty queue is given by

Di,EQ =
m−1∑

j=0

E[Xi,j ]
Pr[j]i − Pr[j − 1]i

Pr[m− 1]i
(37)

B. Arrivals at a Non-Empty Queue

We now consider the case when an arrival occurs at a non-
empty queue and sees an average ofE[NNQ] packets waiting
which must be served before the tagged packet gets service. In
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Parameter Value

Transmission power 281.8 mW

Transmission range 250 meters

Slot time 20 µsec

SIFS 10 µsec

DIFS 50 µsec

PIFS 30 µsec

CFPriMax 30 msec

Channel bandwidth 2 Mbps

Beacon 209 µsec

CF-Poll 209 µsec

CF-End 209 µsec

CF-ACK 153 µsec

Packet size 520 B

TABLE I

SIMULATION SETTINGS

the case where theith node is not served in this superframe,
following the derivation in the previous subsection

E[Xi]NS =
TS

2
+E[NNQ]

TS

P [s]i
+

(
1

P [s]i
− 1

)
TS+E[XNR]

(38)
where XNR is given in Eqn. (35). For the case when the
ith node gets served in this superframe, again we have the
two cases C1 and C2 with probabilities given in Eqn. (16).
Following the derivation of Section III-B and the subsection
above, we have

E[Xi,j,C1]S =
2TS−B−iV −(j+1)L

2
+(E[NNQ]−1)

TS

P [s]i

+
(

1
P [s]i

− 1
)

TS + E[XNR] (39)

E[Xi,j,C2]S =
TS−B−iV −(j+1)L

2
+ E[NNQ]

TS

P [s]i

+
(

1
P [s]i

− 1
)

TS + E[XNR] (40)

Combining the three cases above and adding the packet service
time ofL, the expected delay when the arrival occurs on a non-
empty queue,Di,NEQ, is given by Eqn. (37) after substituting
Eqns. (38), (39) and (40) forE[Xi]NS , E[Xi,j,C1]S and
E[Xi,j,C2]S respectively.

C. Overall Delay

Combining the expressions for the cases of arrivals at empty
and non-empty queue, we have

Di = Di,EQ(1− ρi) + Di,NEQρi (41)

and the expected delay for an arbitrary arrival,Di, is obtained
by substitutingE[NNQ] = λDi/ρi in the equation above and
solving for Di, m + 1 ≤ i ≤ M .

VIII. S IMULATION RESULTS

In this section we validate the analytic models proposed
in the previous sections by comparing them with simulation
results. These simulations were carried out using our own
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Fig. 4. Simulation and analytic results for unidirectional transfer with 10
nodes.
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Fig. 5. Simulation and analytic results for bidirectional transfer with 5 nodes.

simulation code. The simulations were carried out for different
network sizes and parameter settings as indicated in in Table
I. In the simulations, we considered a circular region of radius
240 meters with the base station at the center and all other
nodes within its range.

In Figure 4 we compare the simulation and analytic results
(from Eqn. (20)) for the unidirectional traffic case when there
are 8 nodes in the network. We show two cases corresponding
to CFPri orTS values of 23 msec and 28 msec and in both
cases we note the close match between the simulation and
analytic results. The delays are presented for the5th node
in the polling list. We also note that having a shorterTS

supports higher arrival rates for a given delay requirement.
In Figure 5 we compare the analytic model of Eqn. (23) for
the bidirectional transfers with the simulations results for a
network with 5 nodes andTS values of 30 msec and 25 msec.
The delays are presented for the3rd node in the polling list.
We again note the close match which validates our model.
Similar results were obtained for other network sizes,TS

lengths and packet sizes.
In Figure 6 we plot the number of nodes that can be sup-

ported by the unidirectional and bidirectional cases as obtained
using simulations and the analytic results of Section V for
different superframe sizes. The curves represent a scenario
with a delay requirementδ of 150 msec which corresponds to
the bound specified for excellent quality voice transmissions
[6]. The packet arrival rate was 33 packets per second with
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a payload of 24 bytes which is the data rate specified by the
G.723.1 codec at 6.4Kbps. For both these cases we see the
close match between our analysis and simulations.

In Figure 7 we compare the simulation and analytic results
(from Eqn. (33)) for nodes with power management when
there are 5 nodes in the network. We show two cases corre-
sponding toTS values of 28 msec and 30 msec and in both
cases we note the close match between the simulation and
analytic results. We also note that having a shorterTS supports
higher arrival rates for a given delay requirement. Finally in
Figure 8 we compare the simulation and analysis results for
the case considered in Section VII where not all nodes can be
served in one CFP. We consider a scenario with 15 nodes and
TS of 25 msec which allows for atmost 8 nodes to be served
in a CFP. The figure shows the delays at the 10th, 13th and
15th node in the polling list and we note that as expected, the
delays are higher for nodes further down the polling order.

IX. CONCLUSIONS

In this paper, we presented an analytic model to evaluate
the delays is wireless networks using the IEEE 802.11 PCF as
the MAC layer protocol, with and without power management.
Closed form expressions for the delays at each node were
obtained using a queueing model for the cases with both
unidirectional as well as bidirectional traffic. The model is
able to account for arbitrary (but fixed) packet sizes, polling
frequencies, channel rates and the order in which a node is
polled. The accuracy of these expressions was verified using
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Fig. 8. Simulation and analytic results when not all nodes can be served in
a superframe (m = 8 andM = 15).

simulations. In addition, a simple admission control strategy
for the base stations was proposed and its results were verified
using simulations.
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