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Abstract
Channel variability and a high level of ambient noise lead
to significant probability of packet loss in many underwa-
ter networks. Techniques based on acknowledgements and
re-transmissions (such as ARQ) can be used to build ro-
bust networks over the unreliable links between underwa-
ter nodes. An alternative solution based on erasure codes
can also be used to combat the packet loss. However, both
solutions rely on a node re-transmitting information orig-
inating at that node. We propose an alternative solution
based on network coding, where nodes transmit packets
which are composed partially from information originat-
ing at that node, and partially from information received by
that node from other nodes. The intuition behind this solu-
tion is to effectively route the information over good paths
in the network rather than to simply rely on re-transmission
of the information by the originating nodes. In this paper,
we show that our proposed solution indeed performs better
than the acknowledgment and erasure coding based solu-
tions, and has the potential to effectively combat the high
packet loss experienced by many underwater networks.

Keywords Network coding, erasure coding, underwater
acoustic networks

1. Introduction
Although underwater networks are a form of wireless net-
works, they differ from typical radio wireless networks in
a few significant ways [4]. The use of acoustics in under-
water networks, rather than radio waves which are typically
used in terrestrial wireless networks, results in significantly
longer propagation delays and very limited data rates. The
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variability of the channel and high levels of ambient noise
present in many ocean environments also leads to a high bit
error rate (BER). Usually forward error correction (FEC) is
used to add an appropriate level of redundancy and provide
a low packet error rate (PER) at the expense of data rate. As
the channel BER may not be known a priori and may vary
during network operations, it is often difficult to choose an
optimal FEC code to maximize the data rate while main-
taining a low PER. While efforts are being made to address
this problem by tuning the physical layer link parameters to
optimize the effective data transfer rate [11], a simple solu-
tion that is often chosen is to select a FEC that provides an
acceptable data rate for the application at hand. The packet
loss (due to packet errors) then may be low if the channel
is favorable, but may be high in other cases. Higher layer
protocols are then expected to provide an appropriate level
of reliability in the face of the packet loss through mecha-
nisms such as ARQ, erasure coding, etc. In this paper we
consider such a network with potentially high packet loss
on some of the links, and propose a solution that efficiently
transfers data across the network.

The approach to solving the problem described above
depends on the network topology and the traffic pattern.
We assume a fairly general scenario where all nodes are
within acoustic transmission range of each other, and there-
fore may potentially be able to hear all other nodes in the
network (with varying degree of packet loss). We also as-
sume a uniform traffic demand i.e., all nodes in the net-
work have data to transfer to all other nodes. The traffic
may, however, either be unicast or multi/broadcast. We en-
vision that this network model would be appropriate for
many small distributed sensor networks, where all nodes
generate data, and this data has to be distributed to other
nodes in the network for processing and data fusion.

Reliable data transfer can be accomplished using unre-
liable links through the use of automatic repeat requests
(ARQ) [10]. We explore this idea and show that a feasi-
ble, but inefficient, solution is obtained through the use of
ARQ. We then explore an extension to rate-less erasure
code based solutions for underwater point-to-point data



transfer [3, 6] and show that they perform significantly bet-
ter than the ARQ solution in some cases.

Network coding has become a very active area of re-
search in wireless networks in the past decade [1]. Al-
though the use of network coding has been explored in un-
derwater networks [5, 9], the studies have mostly focused
on multihop networks with a single source and sink. We fi-
nally explore the use of network coding to achieve effective
data transfer over a fully connected but lossy network with
uniform traffic demands. We show that a network coding
solution is not only more efficient than an ARQ or erasure
code based solution, but it is more robust to network link
failures as it is able to implicitly utilize multihop routes in
the network.

2. Problem Definition
Consider a lossy N -node wireless (acoustic) network with
nodes indexed by j ∈ Z+, j ≤ N . Let the probability
of packet loss on a link from node i to node j be pij .
We assume than any error in a packet leads to the packet
being dropped and hence the probability of packet loss
is equivalent to PER. The network is assumed to consist
of a single broadcast domain i.e., a message transmitted
by node i can be independently received by every node j
(other than the transmitting node, i 6= j) with a probability
(1 − pij). Each node has M messages to be transmitted.
We denote the source messages originating at node j by
Xjk, k ∈ Z+, k ≤ M . Each message Xjk is represented
using an alphabet over the finite field Fq of size q.

We do not make any assumption on the destination
of each message, but instead assume that the transfer is
completed when all N nodes in the network are in the
possession of all NM messages. We call this the multicast
model. In the case of the ARQ-based solution outlined in
section 3, we also consider a unicast model, where each
message has a preassigned destination node, uniformly
distributed over the set of all nodes (other than the source
node).

Although for simplicity, we assume a TDMA MAC
with N time slots per TDMA frame, the analysis and
simulations presented here are not strongly dependent on
this assumption and can easily be adapted to other MAC
models. In the TDMA MAC, a time slot is assigned to each
of the nodes for transmission. We index the TDMA frames
by t ∈ Z. The task is to formulate a solution that attempts
to minimize the number of frames T required to complete
the data transfer.

We expect that the transfer is completed in M frames
in the absence of packet loss. With an average packet loss
probability p, we expect that the transfer would take an
average of M/(1 − p) frames at best. We compare the
performance of various solutions by measuring the ratio
of M/(1 − p) to the number of frames T required by
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Figure 1. Performance of the ARQ solution in a small
unicast network based on simulation.

the solution. We term this ratio as the efficiency η of the
solution:

η =
M

(1− p)T
(1)

where
p =

1
N(N − 1)

∑
i,j ∀ i 6=j

pij (2)

3. ARQ Solution
A common solution to a reliable message delivery problem
is via the use of ARQ [10]. In a ARQ solution, when a
message remains unacknowledged, retransmissions ensure
that the message is eventually reliably delivered.

In the ARQ solution considered in this paper, a node
transmits a randomly chosen (or sequentially chosen)
available source message during its assigned time slot
within a frame. Depending on whether each message has
a single or multiple destination nodes, the algorithm can
be defined differently. In the unicast model, each message
has a single intended destination node, while in the multi-
cast model, each message must be successfully delivered
to all other nodes. Regardless of which case is considered,
a node’s transmitted packet can piggyback a 1-bit acknowl-
edgement for each of the messages sent by the other N −1
nodes in the previousN−1 time slots. For the unicast case,
a node removes the source message from its list of avail-
able source messages for transmission once it has received
the acknowledgement from that message’s intended desti-
nation node. For the multicast case, a node can only do so
upon receiving the acknowledgements from all the other
N −1 nodes. For both cases, the data transfer is completed
only when all nodes have exhausted all source messages.

Fig. 1 shows the efficiency of the unicast ARQ-based
solution for a few small networks with varying PER and
number of source messages. Fig. 2 shows similar results
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Figure 2. Performance of the ARQ solution in a small
multicast network based on simulation. Note that the re-
sults for PER = 0.2, N = 3 and PER = 0.1, N = 5 are very
similar and practically overlap.

of a multicast ARQ-based solution. The performance of
this solution generally degrades with increasing PER and
with increasing number of nodes, and improves slightly
with increasing number of source messages. As one would
expect, the performance of the multicast solution is poorer
than the unicast solution since the multicast model requires
that each message be successfully delivered to all other
nodes in the network.

4. Erasure Coding Solution
Solutions based on FEC may be used as an alternative to
the ARQ solution. A class of FEC codes known as era-
sure codes can be effectively used to combat packet loss
in networks [8]. A set of source messages is expanded into
a larger set of coded messages by an erasure code. These
messages are transmitted across the network. The source
messages can be recovered at each receiving node from
a subset of the coded messages that are successfully re-
ceived by that node. A successful decoding is only possible
if the subset has certain properties (such as its size) that de-
pend on the erasure code used. Solutions based on erasure
coding have been previously proposed for underwater data
transfer [3, 6]. In this section, we present a solution based
on random rate-less erasure coding for a multicast network
model.

4.1 Random Erasure Coding
In a solution based on random erasure coding, each node
transmits a random linear combination (over Fq) of its
sources messages during each frame. Specifically, a mes-

sage Yit is transmitted by node i in frame t:

Yit =
M∑
k=1

eiktXik (3)

where eikt ∈ Fq are chosen randomly with a uniform
distribution over Fq . The message Yit is received at every
node j (other than the transmitting node, i 6= j) with
probability (1 − pij). When a node j acquires M linearly
independent messages from another node i, it is able to
decode all M messages originating at node i. Writing the
linear equations for the messages received at node j from
node i in matrix form, we have:Yi0Yi1

...

 =

ei10 ei20 ... eiM0

ei11 ei21 ... eiM1

... ...
...



Xi1

Xi2

...
XiM

 (4)

with only the messages Yit that were successfully received
at node j participating on the left hand side, and the cor-
responding eikt participating on the right hand side. When
at least M linearly independent messages are received, the
matrix on the right hand side is full rank, and (4) can be
solved for the source messages Xik ∀ k. Efficient tech-
niques for solving such equations exist [2, 7]. When all
nodes are able to decode all messages from all other nodes,
the data transfer is completed.

At the end of the data transfer, all N nodes are in
possession of all NM messages. This meets the multicast
model’s requirements. However, since the unicast model’s
requirements are also met by this, the solution may be used
in either model.

4.2 Performance Analysis
Let nij,t be the number of linearly independent messages
received by node j from node i at the end of frame t. Since
this number is a random variable, we model its distribution
with xij,t,n, the probability that a node j has received n
independent messages from node i by the end of frame t.
At the end of the first frame (t = 0), we have:

xij,0,0 = pij (5)
xij,0,1 = 1− pij
xij,0,n = 0 ∀ 2 ≤ n ≤M

At the end of any frame t ≥ 1, we have:

xij,t,0 = xij,t−1,0 pij (6)
xij,t,n = xij,t−1,n [pij + (1− pij)φn,M ] ∀ 1 ≤ n ≤M

+ xij,t−1,n−1(1− pij)(1− φn−1,M )

where

φn,M =
qn − 1
qM − 1

if M > 0 (7)

φn,0 = 1



is the probability that a transmitted message randomly
chosen over a M -dimensional space lies in the sub-space
spanned by the n linearly independent messages already
known at the receiver (we assume that an all-zero message
is never transmitted). The above expression can be written
in a matrix form:

xij,t = Aijxij,t−1 ∀ t ≥ 1 (8)
= At

ijxij,0 (9)

where Aij is a (M + 1) × (M + 1) matrix with non-zero
entries given by

Aij,0,0 = pij (10)
Aij,n,n = pij + (1− pij)φn,M ∀ 1 ≤ n ≤M

Aij,n+1,n = 1−Aij,n,n ∀ 0 ≤ n < M

The expected number of linearly independent messages
known at the receiver at the end of frame t is given by

n̄ij,t = E[nij,t] =
M∑
n=0

nxij,t,n (11)

and the probability that all the message from node i are
known at node j by the end of frame t is xij,t,M . The ex-
pected number of frames required to reach state M where
all messages are known at the recipient is given by

T̄ ec
ij = E[min t+ 1|nij,t = M ] (12)

=
∞∑

t=M−1

(t+ 1)(xij,t,M − xij,t−1,M )

For a network with N nodes, we have N(N − 1) such in-
dependent logical links withM messages to be transmitted
over each link. The expected number of frames to comple-
tion of transfer for all nodes is given by

T̄ ec =
∞∑

t=M−1

(t+1)

∏
i,j

xij,t,M −
∏
i,j

xij,t−1,M

 (13)

where the product terms are for all i 6= j. If pij = 1 for
any i 6= j then the probabilities xij,t,n do not change with
t. In this special case, (12) and (13) cannot be used. We
instead have T̄ ec = T̄ ec

ij =∞ as the data transfer can never
be completed.

The computed efficiencies corresponding to (13) for
binary erasure codes (q = 2) and various values of PER
and N are shown in Fig. 3. These analytical results are
compared with the equivalent estimates from simulations.
We can see that there is a fair agreement between analysis
and simulation.
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Figure 3. The predicted performance of binary erasure
coding from analysis fairly agrees with simulations. The
lines show the analytical results, while the “+” markers
show the corresponding simulation results.

5. Network Coding Solution
The erasure coding solution in the previous section sends
messages composed from multiple source messages orig-
inating at that node. Inspired by the idea of network cod-
ing [1], we extend the combining of messages to include
not only the source messages originating at a node, but also
the composite messages successfully received from other
nodes.

5.1 Random Network Coding
In the random network coding solution, each node trans-
mits a random linear combination (over Fq) of its sources
messages and messages received by the node. If Ŷjt ⊂
{Yiτ ∀ i 6= j, τ < t} is the set of messages received
at node j by the start of frame t, then:

Yit =
M∑
k=1

eiktXik +
|Ŷit|∑
h=1

εihtŶih (14)

where eikt and εiht ∈ Fq are chosen randomly with a
uniform distribution over Fq . Since the messages in Ŷjt
are also linear combinations of source messages Xik, the
resulting message can be expressed as a linear combination
of all source messages in the network:

Yit =
N∑
j=1

M∑
k=1

êijktXjk (15)

where êijkt are fully determined by the coefficients eikt
and εiht chosen in (14). The transmitted message Yit is
received at every node j (other than the transmitting node,
i 6= j) with probability (1− pij). When a node j acquires
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Network coding

Erasure coding

ARQ (unicast)

Figure 4. The performance of binary random network
coding (lines with circles) is significantly better than that of
binary random erasure coding (lines without markers) and
of the ARQ unicast solution (lines with crosses). Unlike
erasure coding and the ARQ solution, the network coding
performance marginally improves with increased number
of nodes and is only weakly dependent on PER. Note that
the ARQ multicast performance for all cases, and the uni-
cast performance of two of the four cases is not visible in
this graph as the efficiency is lower than 0.78 (the mini-
mum value on the y-axis).

NM linearly independent messages from all nodes, it is
able to decode all NM messages in the network. Writing
the linear equations for all messages received at node j in
matrix form, we have:


Y00

Y01

...
Y10

...

 =


ê0110 ê0120 ... ê0NM0

ê0111 ê0121 ... ê0NM1

... ...
...

ê1110 ê1120 ... ê1NM0

... ...
...



X11

X12

...
XNM


(16)

with only the messages Yit that were successfully received
at node j participating on the left hand side, and the corre-
sponding êijkt participating on the right hand side. When
at least NM linearly independent messages are received,
the matrix on the right hand side is full rank, and (16) can
be solved for the source messages Xjk ∀ j, k. Efficient
techniques for solving such equations exist [2, 7]. When all
nodes are able to decode all the messages, the data transfer
is completed. As in the case of erasure coding, although
this solution directly applies to the multicast model, it also
meets the requirements of the unicast model.
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Figure 5. The performance of network coding is not
very sensitive to the number of nodes and only weak-
ens marginally with increasing PER. The results shown
here are simulated for binary random network codes with
M = 50.

5.2 Performance Comparison
Fig. 4 shows the performance of a binary (q = 2) random
network coding solution as compared to the ARQ and era-
sure coding solutions. As analytical results for the ARQ
and network coding solutions are not available, the perfor-
mance results for these cases were obtained via simulation.
The network coding solution is able to complete the data
transfer with a much higher efficiency as compared to the
ARQ or erasure coding solutions. It is noteworthy that al-
though the network coding solution is a multicast solution,
it outperforms even the unicast ARQ solution and can be
used even if the requirement is only to support unicast. The
performance of network coding only weakly depends on
the PER. The performance is also only weakly dependent
on the number of nodes in the network, with a larger num-
ber of nodes giving marginally better performance. Con-
trast this to the case of ARQ and erasure coding solutions
where the performance degrades with increasing number
of nodes in the network and with increasing PER.

Fig. 5 shows the performance of the binary random net-
work coding solution for networks of varying sizes (num-
ber of nodes) and varying PER. We can see that the perfor-
mance is fairly insensitive to the size of the network and
hence the solution is scalable. The performance only de-
grades very slowly with increasing PER, and hence may
be used in networks with high PER.

5.3 Implicit Routing using Network Coding
In the network coding solution described above, the infor-
mation conveyed by a particular source message may travel
along different routes with varying number of hops before
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Figure 6. Simulation results (M = 50, q = 2) for a 5-
node network with PER = 0.1 on all links except links
1→2 and 3→5. As the PER on those two links increases,
we see that the network coding solution still performs well
whereas the ARQ and erasure coding solutions rapidly
degrade in performance.

reaching a given destination node. Although the network
model we use has a single broadcast domain, the network
coding solution effectively routes the information over the
network and is therefore insensitive to a few poor links or
link failures.

The information only travels along the direct link be-
tween each source-destination node pair in the ARQ and
erasure coding solutions. No explicit routing or relaying
protocol is implemented in our analysis or simulations.
Since we require that all nodes receive the source mes-
sages from all other nodes for the data transfer to be con-
sidered complete, a link failure (PER = 1) causes the data
transfer to never complete in the case of ARQ or erasure
codes. However, as we shall next demonstrate, the failure
or a small fraction of the links in a network does not have
such a strong effect on the solution with network coding.

So far we have only shown results for networks with the
same PER on all links in the network. We now turn our
attention to networks with a few poor (or failed) links to
demonstrate the insensitivity of network coding to link fail-
ures. We simulate a 5-node network with pij = 0.1 ∀ i 6=
j, q = 2 and M = 50. We progressively degrade two ran-
domly chosen links (link 1→2 and link 3→5 with PERs
p12 and p35 respectively) in the network to increase the
PER to 1 and study the effect on the performance of the
various solutions. The results are shown in Fig. 6. As ex-
pected, the network coding solution performs well even
when the PER on the two poor links is very high, whereas
the ARQ and erasure coding solutions rapidly degrade in
performance as the links progressively fail.

6. Conclusions
In this paper, we considered the problem of transmitting
data efficiently in a small wireless lossy network with uni-
form traffic demand. We studied solutions based on ARQ,
erasure coding and network coding, and showed that the
network coding based solution was able to transfer data
more efficiently than all the other solutions under consid-
eration. Efficiencies as high as 90-95% could easily be
achieved and the performance was found to be relatively
insensitive to the size of the network, the packet loss prob-
ability and the amount of data to be transferred. A unique
property of the network coding solution is its ability to
use implicit routing to achieve a high degree of robust-
ness to isolated link failure. This property may be critical
to many underwater networks where link quality can vary
significantly depending on the channel conditions. We con-
clude that network coding provides a very good solution to
the problem of data transfer in a small network with high
packet loss.
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